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I. INTRODUCTION AND SUMMARY

This paper considers the problem of

a random sample, for most of whose
elements two random variables are
observed. In some cases only one of the
two variables is observed. The goal is

to make certain inferences about the
"population", without knowing for sure
what reasonably may be assumed about the
similarity of the completely ocbhserved
and partially observed cases.

Specifically, a sample of housing
units receive two interviews covering
consecutive six—month time periods. The
purpose is to estimate the proportion of
units in the population which
experienced some particular type of
crime during the twelve-month period
covered by the two interviews. The
following results, given as proportions,
were obtained for the crime of burglary
from the U.5. National Crime Survey for
interviews during 1980.

TABLE 1
Reported Burglary in Second
Interview

No Yes
Reparted No  .931499 .032916 .964415
Burglary in
1st Interview Yes  .031947 003639 . 035586
.963486 . 036555 1. 000001
tet “"Group A" refer to this group of

units with two completed interviews. The
entries in this table will be denoted by

pafi,j); i=0,1, i=0,1; where i pertains
to the first interview and J to the
second. The corresponding population

proportions will be denoted by wat{i,j).
Based on these Group A housing units,
for which two interviews were completed,
it would be estimated that
1-paf0,0)=.068501, or 4.%9% of the units
in the population were "touched by
burglary"” during a twelve-month period.

However, for some housing units in
the sample, one of the two interviews
may be missing. The interest is then in

what would have been reported on the
octher interview. For example, the
following results were obtained for
those units {Group C)} whose first
interview was missing.

TABLE 2

Reported Burglary in Second
Interview

No Yes
Reported No

Burglary in
1st Interview

pel0,0) pc(0,1) ! pctO, )

pe(l,1))
040574 |

pgll, )
1.00000

RPGil,0)
. 959426

Yes
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The problem is +to estimate 1-we(0,0)
using information Ffrom Group A, but
keeping in mind that Groups A and C may
have different characteristics. Group B
{those with missing second interview) is
treated similarly.

This
approaches

paper compares
to this problem. Section II
describes four alternative estimators
which may be calculated using the known
values shown in the above tables, based
on alternative assumptions about the

relationships between the groups.

several

Section IIl1 describes an alternative
approach, which stems from the work of
Eddy, et al (1981). Data are collected

on the proportion of housing units which
report crimes in each three—-month
quarter of the twelve—-month period. The
idea is to assume a specific family of
probability distributions for the joint
distribution of random variables which
indicate victimization in each guarter.
It is assumed that the distributions for
Groups A, B, and C are members of the
same family, but may have different
parameters. Maximum likelihood
estimates of the "touched-by-crime"
probability for the missing data groups
are calculated under the assumed model.
This approach not only uses more
information, but permits a test of the
model .

These model-based estimators can be
very sensitive to serious lack of fit in
the assumed model (Alexander and Roebuck

(1983)). Consequently it is important to
test the Fit of these models. In
Sections IV, V, and VI, three of the
models are tested for Group A and, to
the extent possible, for Group C. In
Section VII, the models are used to
study the behavior of the simpler
estimators of Section II, assuming that

one of the models applies. Section VIII
contains a discussion of the results.

The outline of this work was
presented in Alexander and Roebuck
(1983). The data for testing the fit of

the various models have now been
obtained from the NCS Fublic Use File at
the University of Michigan. The models
proposed earlier do not fit the data in
certain important respects. This appears
to be because the models have not taken
into account certain response error
patterns which are known to be present

in the NCS5 survey data. This calls for
further work. However, the results of
Section VII indicate that some of the

estimators in Sectiaon II may eventually
prove to be slightly superior to the
present published estimator.



The problem has special features as
it applies to the NCS. The proportions
in Table 1 are for a combination of

six
different twelve—month periods, with the
first interviews taking place in the
months of January to June 1980. (For

example, the group with first interviews
in January was also interviewed in July
and the two interviews covered the
period July 1979- June 1980.) As with
the usual NCS estimated crime rates, the
estimated proportions are calculated
using weights eqgual to the unit’s
inverse probability of selection, with
various other adiustments. For these
estimates, Group A consisted of about
43,000 units; Groups B and C contained
about 11,000 and 13,000 respectively.
Each of the latter groups contains about
2500 refusals or other noninterviews of
eligible units. OFf the remaining cases,
about 8500 in Group B are "outgoing®
units which are getting their last
scheduled interview and are about to be
replaced by roughly 8300 "first bounded
interview" units new to the survey,
which are included in Group C. The
remaining 2000 units in Group C are
primarily those which missed an
interview due to an experiment which
ended in sarly 19280.

It is likely that Groups B and C
differ {from Group A and from each other.
The new housing units getting their
first bounded interview tend to report
crime at a somewhat higher rate than the
average unit, and units which are in for

their final visit have a slightly lower
rate. Units which have a refusal on one
interview may have different

characteristics than the population as a

whole. In addition, some units in Group
C, which were vacant or refused
interview at the previous wvisit, will
have a reference period which is not
bounded by a previous interview, so that
they may report extra crimes which
occurred before the six months of

interest. Such unbounded interviews may
also occuwr in Group A, when a household
moves from a sample address and a new
household moves in, but there are
probably more unbounded units in Group
C.

For simplicity ot
membership in Group A,
described as a fixed characteristic of
each wunit in the population. It may be
more realistic to think of the group as
a random characteristic, so that, for
example, Tafli,j) would be viewed as a
conditional probability given membership
in Group A. The approach taken in this
paper is consistent with this view.

exposition,
B, or C is

This paper ignores units which are
noninterviews both times and also those
which are interviewed one time, but at
the other visit are found to be vacant
or destroyed. These units must be taken
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into account in the NCS estimation, but
present a different kind of missing data
problem than the one considered here.

The NCS is sponsored by the U.S.
Bureau of Justice Statistics (BJS) and
conducted by the U.S5. Bureau of the

Census. A public use file is maintained
at the University of Michigan. The
author wishes to thank Dr. Christopher
Innes of the National Criminal Justice

Data Archives at the
Michigan and Marshall
Bureau of Justice Statistics (formerly
at the Census Bureau) {for their able
assistance in obtaining the data in this
paper from the NCS Fublic Use File.

University of
DeBerry of the

I11. FOUR ESTIMATORS FOR ne(0,0)
Let Z:= ¢ if no burglary on the first
interview
1 otherwise
Let Z= be defined similarly for the
second interview.
Then TalZiyz=2) is the joint

discrete probability function for Z, and
Z», given that one is dealing with a
case in Group A.

will be defined as
The application

The estimators
they apply to Group C.
to Group B will be obvious. Some
omitted details are contained in
Alexander and Roebuck (1983).

i. Present Touched by Crime Estimator

Ei= 1 — paf0,0)- pgl-,1) = 07603
pa(-,1}
El uses 1 — pat0.0) to approximate
Pafi~, 1}
1 - 7agt(o,0).
Tel(-,1)

It is consistent under the assumptions
that

(2.1) Po{Z:=1} = PalZ.,=1} and

PolZz=13 FalZa=1}
(2.2) Fo{Z,=017Z2=13 = FPFail,=01Z=2=1}

2. GBriffin’s Estimator

E2= pel-,1) + po(-,0) -pall,0) = 07239
pal~,0)

This estimator was suggested by Griffin
(1981) and is based on the assumption
that

2.3) Fa{Zi1=11Z-=0} =
in which case it is consistent. uUnlike

El, E2 is guaranteed to lie between zero
and one.



Conditions (2.2) and (2.3) seem to
be quite strong. In particular, in the
special case that 2, and I are
independent, then either condition
implies that Pa{Z,=1} = Fc{Z,=1}, i.e.,
that Groups A and C have the same
victimization probability for the +irst
interview.

3. Egqual Correlation Estimator

Define Ta= pafl,-) and
Paf{-,1)
let Fa be the sample correlation
between Z, and Z= for Group A. Then
define
E3 = pal( -, 1)« (14Tapel- ;0 —ral(Tapec(-,0) - {1-Tapec(-,12)) -
This estimator is consistent if (2.1)

carrelations
the same for

holds and the population
between Z, and Iz are
Groups A and C.

For the data in Section I,
and ra = 06725, so E3 =

Ta =
. 07589

It is not necessarily the case that
EXZ is between =zero and one. FPartly
because of this, a similar estimator
more appropriate to dichotomous random
variables will be considered.

4. Egual Odds Ratioc Estimator

that the ratioc of the odds
1 relative to the odds that I3

Assume
that Z, =

= 1 is the same for Groups A and C,
i.e., that
(2.4 Da = 1mall,:)/mal0,-) = mgll,-)/wg(0,-) = De
Tal-, 1) /7al,0) Tele, 1) /me(-,0)
Assume also that the following odds
ratios are equal in the population:
(2.5) ORa = 1ma(0,0)/Tati, 1) = §g(0,00/me(i.1) = ORec

Tall,0)/%al0, 1) Te(1,0) /T (0, 1)

Substituting the known sample guantities
for

Group A for the corresponding
unknown quantities +for Group C, it is
possible to solve for an estimate of
e (0,0). For ORa=1, the resulting

equation is quadratic,
the interval (0,1} is

whose sclution in

E4=1- B-{(B2-40Rq (ORa—1)pg(-,0) =) -5C
2{0Ra—-1)

where C = 1- Dapg(-.1)/pe(-,0)}

1 + Dapc(-,1)pci-, 0

estimates nc(0,-) and

B =1+ (pe{-,0) + C)-(0ORa — 1).
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In this example, Do = .97251,

ORa = 3.22350, and E4 = .07365.

If OR = 1, then E4 = 1 — C-pci(-,0).

It can be shown that ©0 < E4 < 1,

provided that 0 < OReg < w.

The difficulty in
these ecstimators is that
cannot directly be
observations for Group C
An  indirect approach would be to
partition the Group A sample into
various demographic groups based on
income, urban/rural location, race of
househoclder, etc. If +for some given
type of crime, ORa were about the same
as OReg for all these groups, this would
lend some credence to (2.5), and
similarly +for the other assumptions.
The data +or such an analysis have not
vet been tabulated. Further, the
partial respondents may differ from
complete repondents in unknown ways. An
alternative approach to choosing among
these estimators is discussed in Section
VII. ‘

choosing among
the assumptions
tested; the
are incomplete.

ITI.ESTIMATORS BASED ON MORE DETAILED
MODELS

Let X,,
random variables
given randomly
reported a
consecutive

Xz, X=, Xa be zeroc-one
denocting whether a
selected housing unit
crime in each of the four

three—month periods

{(gquarters) covered by the unit’s two
interviews. For example
Xa = 1 3 if the unit reported a
burglary in the first
three months covered by
the first interview
0 3 octherwise.
For units in Group A, all four random

variables are observed. For those in
Group € only Xs and Xa are observed.

The discrete joint probability
function (pf) will be denocted by
FlMa, Mo, Xs,al18) for Group A  and

analogously for Group C. The +form of
the Ffunction is assumed to be the same
+or both groups, but the parameters may
differ. The pf of X3 and Xa for Group C
will be written as Ff(x=,xa!6c). The
empirical probability function {(epf) for
Group A will be denoted by
¥ Ot M2, m, Hal).

For each of the following models, a
specific form for f will be chosen. A

maximum likelihood estimator (mle) will
be found for B based on the ept
F*¥{xx,%a). The mle for the

touched-by-crime probability is then 1 -
F40,0,0,0i8%), where ©* is the mle for
Bc. Additional details are presented in
Alexander and Roebuck (1983).



S. Independent Bernoulli Model

3.1) Fixa,Xa,Xs,Malip) = pEx(l-p)2—Ex
The parameter p represents the
probability that the selected unit is
victimized in a given guarter.

ES = 1 —- £{(0,0,0,0ip*) =1 — (1-p*)=,
where the mle p* is the estimated
expected value of (Xs+Xa) /2 +Ffor Group

Cy i.€4,

P* = JS(E*(0, 1)+F*(1,00) + £*(1,1).

&. Markov model

This model
probability of a

assumes that the
victimization in a

given guarter depends only on whether
there was a victimization in the
previous quarter. These probabilities
are:

FiXy = 1§ X33 = 0 = PO

F{Xs = 1! Xy—-q = 13 = F1, for 1=2,3,4.
Assuming that FP{X; = 13 = F for all i,
then

P{Xy = 1 = F = PO-{(1 — F) + Fl1-F, so
F = PO/ {1+FPO—F1).

The pf Ffixi,X=,xs,%xa ]P0, F1) is
determined,

easily
and leads to the estimator
E6 = 1 — (1

- F*)-(1 — FO*)>,

The mles are calculated as follows.

PO® = (F7(1,00+£% (0, 1))/ (% (1,0)+£% (0, 1) +2£%(0,0))
(6.1)

Fl* = (£%(1,1)+ FOT-£%(1,12)/(£* (1, I+FO™ - (1—F*(1,1))).

7. Beta-binomial Model

For the selected HY in Group A, the
ioint distribution of
assumed to be the
Bernoulli distribution
except that p is
random variable having a beta
distribution with parameters o and fa.
The likelihood function is obtained by
taking the expectation of {(3.1) with
respect to p.
For Group C

Xlgxz,X3,X4 is
same independent
defined above,
now assumed to be a

FiXs=xx, Xa=uaipi=pr=+=a. (1—p) 2= nSenar

where p has a beta
parameters %c and fc.

For either Group A or Group C the
mles for this model must be obtained by
numerical maximization of the likelihood
function. This model is similar to Model

S for any given housing unit, but allows

distribution with
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different units to have
victimization probabilities.

different

Besides using more information than
the simpler estimators of Section 11,
these more detailed models have the
advantage that the model can be tested
for +fit, both +for Group A and for the
available data from Group C. The main
practical drawback occurs when no closed
form expression 1is available for the
mles.

It is, of course, essential to
examine the fit of the models before
using the estimator based on the model.
Alexander and Roebuck (1983 give
examples illustrating that use of the

wrong models {(among others, using ES  or
ES when the data come from the
beta-binomial mgdel) can lead to
substantially worse results than the
simpler estimators El, EZ2, and E3.

IVM. FIT OF THE MODELS FOR THE COMFLETE
DATA

Table 4 shows the actual , epf
200y, %2, N=, %a) for the crime of
burglary {with an approximate 93%
confidence interval), along with the
maximum likelihood estimates of the pf
for models 5, 6, and 7. Several

discrepancies are apparent between the
epf and the models. In all these models,
the events 0001 and 1000 have the same
probability, as do 0100 and Q010.
However, in the epf, the event "0001 or
Q100" occurs about S0% more frequently
than "1000 or 0010". This difference is
probably due to a well krniown NES
"recency effect" (see Kobilarcik, et al
{1983)), the effect that a greater
proportion of crimes are reported during
the three months immediately preceding
the interview than in the earliest three
months of the reference period. This is
presumably due to some form of response

error.

A1l three models miss the pattern
for the events with Ex; = 2. The events
0011 and 1100 each have much higher
actual frequency than does 0110. All the
madels assign roughly equal
probabilities to these three events.

There are other apparent

discrepancies for Model 6. For example,
the events 0111 and 1110 have a combined
frequency of 000235, slightly higher
than the observed .000270 for the union
of the events 1011 and 1101, For the
estimated pt for model &, the
corresponding probabilities are .000112
and 000036, This difference does not
have an obvious explanation in terms of
the recency effect, but it may not be
valid because of the large standard
errors on these estimates.

It is apparent that these models
fail to describe important features of



the epf. It is necessary to make an adjustment for the
recency effect and perhaps to examine additional models.

In spite of these discrepancies, Mpdel 7 gives a very
clese approximation to the observed "touched by burglary®
proportion (.0685). This will be discussed further in
Sections V-VII.

To summarize the lack of fit of the three models, a
version of the chi-sguare goodness of fit statistic (times a
constant) has been included in Table 7, namely,

X® = L ({(O-E2=2/E),
where 0 represents the ocbserved proportion in a "cell" and E
represents the "expected" preportion calculated under the
model, uszing the mle values of the parameters. {The case
when O = E = 0 for model S is replaced by zero.) The X=
values for Models & and 7 have been expressed as a
percentage of the value for Model S. Model S is used as a
baseline, becausa the other two Models may be viewed as
generalizations of Model 5 and thus can be expected to have
better fit. Maodel 5 is a special case of Model b, with FO =
Fi. It can be shown that Model S is a limiting case of Model
7, with « and £ approaching infinity keeping «/{(x+f) = p,
where p is a constant between zerc and one.

Y. THE PROBLEM OF TESTING THE MODEL FDR FIT

This section considers more carefully the guestion of
testing the fit of the gata to the hypothesized
distribution. A distinction now will be made between the
hypothesized family of pfs f(xai,x=,xs,%19) and the true but
unknown family H(xai,%z.x=,%aiT). The assumption that "the
same model fits Groups A and C" then means that there is
some unknown distribution h{xi, M=z,%3,XaiTa) which is the
true pf for Group A and, if Ta is replaced by 7e OF Tc, iS
the pf for Groups B and C respectively. The existence of
such a family h is assumed throughout our discussion.

It is unfortunately not enough to show that the
hypothesized family £ fits the data for Group A. Even if it
iz true that for some valus Ba, f(Hi,Mo,HzNaiBa) =
hixa,%a,sts,%xalTa) for all xi.%o.%z.Ma, this doss not imply
that the hypothesized family (f) describes the other Groups.
What really needs to be demonstrated is that

for every parameter value T, there exists a value 9
such that fiXi,%z,%3,%a18) = hO a2 Xs,%aiT), for
&ll Xa,Kzyiz,Xa.

(D¢ course, it would be sufficient for this to be true
only for T = Ta, Te, Tc. but since Te and Tc ara unknown,
the more genmeral proposition must be addressead.)

The "test" of such a sweeping proposition cannot be
purely statistical. One approach would be to test
statistically whether the family § fits the data for Group A
and then to consider the extent to which model § carresponds
to a plausible explanation of the phenomencn of interest. As
tas been seen, the models considered above chow substantial
lack of fit for Group A. In addition, each model fails to
describe same well documentsd features of NCS crimes.
Berause of the NCS recency effect and the known seascnality
gt crime, it is not to be expected that F(X =1) is the same
for ali i, as all these models raquire. Additionally, the
usual published MCS victimization statistics show that the
probabilicy of victimization var:es dramatically depending
on the urban/rural status of the housing unit, the ages of
the occupants, etc. Models S and & assuae that different
urits have identical probabilities. (Model 7 allows this
probability to vary.) There are undoubtedly situations in
which the occurrenze of a crime at a given housing unit
aifects behavior {(of victim or offender) in such a way as ta
change the probability of victimization in subsecuent
quarters, although there is little evidence regarding the
extent of this effect for the NCS. Models S and 7 allow no
such deperdence for a given housing unit, although Hodel &
dees. Thus the present models fail according to this
approach. It does not seem likely that, even with better
models, a simple model can be justified a priori as a
complete explanation of the distribution of crime.

Another approach to this problem corresponds to
assuming that for different types of crime {or for crime
rates for different demographic groups), the pf is also
described by h(kisxz,us,%aiv), where T depends on the type
af crime and the demographic group. Under this assumption,
if the hypothetical family (f) fits well to h for a wids
variety of crim2c and damographic groups, then this would
tend to support the assertion that more generally (5.1) is
true, =0 that the family f would it Groups B and C.

Theoretically, in order for the model to yield a
consistent estimator of h{0,0,0,0i7) from the Group A dat
it is not essential that the assumed family f fit for all
values OF Mi,Mz,Mz.%a. To see this, let Tlxi,iz.ds,%a) be a
sufficient statistic for 9 under the hypothesized famidy .
Let the possible values of T be denoted by to,ta,
where K < 15, letting to = 20,0, Let

(3.1)

2 bwy

Fr{tni@I=EFf (s %o, ils,Xal
hr{tir) =

)y and
IR (s Moz, iai™),
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where the summations range over all values of HaadmyHmaia
such that tu=T( 4y, neuim, xa). Assume that the #unctlon‘f
satlst+i1es the necessary regularity conditions for the mle 9*
to exist and be a consistent estimator of @, if the familiy
f were the true model. Let f+r also satisfy these conditions.
Assume also that if & is any consistent estimator of o,
then £(0,0,0,01€7) is a consistent estimator of
£(0,0,0,018). (This is true for all the families f discussed
in this paper.)

PROFPOSITION: If for every parameter

value 71, there exists a parameter value

& such that

1) fr(tni8) = hrltuim),
for k=0,1,...,K and
(i1) F10, 0,018) = h{(0,0,0,0i7),

then whatever the true wvalue of 7, f(0,0,0,0i9%) is a
consicstent estimator of RQ,0,0,00r). (If Tiua,
to only when Xi=xz=n==xa=0, thern condition (ii) is
redundant.)

Froof: Condition (i) implies that for some value %2a,
Fr(ti9a) is the trug pf for TGii,Na,ds,%a). Then the mle %
calculated based on the epf of T(X,,Xa,Xs,%Xa) is a
consistent estimator of 9, viewed as & paraneter of fr.
Since the mle depends only on the distribution of the
sufficient statistic, this same value ©* is the mle
calculated as a parameter of f based on the epf of
X14Xz2-X3,Xa. Thus &%, calculated s a parameter of +, is &
consistent estimator of @, even though the true pf is h, not
f. Therefore f(0,0,0,0i10*) is a consistent estimator of
£(0,0,0,018) = h{0,C,0,0i7).0ED

Note that it is not necessarily the case that
£40,0,0,018%) is a maximum likelihood estimator of
h(0,D,0,0!1); it must further be assumed that T is also
sufficient for the Ffamily h.

This proposition may explain why Model 7 gave a good
estimate for the “touched by burglary” rate. The statistic
Zx: is a minimal sufficient statistiec for (u,f) undsr Model
7. The fit of the model to the empirical distribution of
this statistic is comparatively good, and condition (ii)
applies. By contrast, the same statistic is a minimal
sufficient statistic for Model 5, but Table 5 shews that the
fit of the likelihood function under this model to the epf
of the statistic is relatively poor.

A minimal sufficient statistic for FO and F1 under
model & is given by
S(D00D) =1

aXmada) =

S(0110) =6
§(1001
5(11160)
B(1101
S011t1 10
he distribution of this statistic. Note that
epancies involve 5=4,5,4,7,8. the values for

3(0101)=3{1010)=5
Table & shows
the major disc
which Exg = 2.
The practical utility of the
Zven thouch the set

oroposition i
alnoml ibits fairlv
for the gistribution of a @minimal sufficient stati
lack of fit for the complete distribution is disturbing. It
suggests that the model does not accurately reflect the
phernomenon being measured. In addition it is difficult to
test assumption (ii). The fact that the mle for f(0,0,0,0i&
ig close to #%(0,0,0,0) does not necessarily support (ii);
see the discussion of Medel & in the next Section.

YI. FIT TO THE INCOMFLETE DATA

For Group C, the epf of Xz and X4 are given in Table 7.
alerg with the mles of the pfs for the three models. fAgain
there is evidence of a lack of fit, for the events 01 ana
10, due to the recency effect.

Note that Model & fits nearly perfectly ths
distribution for 00 and 11 in Table 7. It is easv to show
that nearly perfect fit holds in this case regardless of the
ved values, soc that this is not really a test of fit.
4, substituting the expressicns for PO* and Fi* from

into the pf for Model &, one abtains as the amle for
PRI

FRO,O /{14 (F= (1, 1002/ (1—4%(1, 1)),

which is very close to £*(0,0 if £%(1,1) is small.
Similarly the mle for f(1,1) is

Fro, 10 /7 01-4%(1, 1)),

which is close to f%(1,1) if f*(1,1) is small.
Bomething similar may happen with Modsl 73 however,
Gf the pf is much more difficult.

A result similar to the Fropositicn in the last section
could be proved for Group C, with T(xs,xa) being a
sufficient statistic based only on the cbservations of X5
and Xa. The problem in this czse is that condition {(11),
which i1 exactly as before, seems to be impossible to check,
since f%*(0,0,0,0) is not observed for Group C.

analysic




Y11. COMPARISON OF THE SIMELE ESTIMATO!
UNDER THREE MGDELS

Une way of comparing the estimators of Section I is to
sze how well they would perform if the pepulation fit on2 of
the models in Ssction IlI. Trying the simple estimators
under a variety of models jiv scme idea of thair
robustness. However, siare thess models clearly need (at
least) a correctien for kneown response errcr, this analysis
will be of more interest wnen better—fitting madels are
found.

Fased on the parameter sstimates for Groups A and C, 1f
the populationz exactly fit the models, then the peopulationc
would have the following characteristics, corresponding to
tne tables 1n Section I. Nota that tne full table for Group
C would not be cbeserved.

Broupg A
. 45 LOTSHEER| . FEDY
L 0I5638 .00 al

L0C1778] .

L PLEGT8

.037062|1.000000 -0421&86) 1
Broup A Group C
» 9275590 034208 .963798 - 31 Q37377 1.939424
00199371, 036202
Q37393 L 00318X) ., 040575
- QZEE 211.00 - 959424 < 040576 1. 000000
MODEL 7

Group A
032199 .963715

Group C

925712 <O335061.959418

= 0040861, 0Z6285

20325086
. 959418

007075 . 040487
- 040582' 1. 000000

.036285‘1.000000

Using the given results for Group A and the observahle value
Pel-,1), the four estimators from Section I can be
calculated and compared to the actual value 1-— e (0, C) which
is implied by the model with the assumed parametarel The

results (with % error = [00(E-Actual’/Actual) ars as
follows.

M

o TRBLE =

d Estimated “touched by burglary" proporticns
e Assuming different models for the population
1 "Actual" E1 E2 EZ £4

#5 .0826 .0828(0. S0777(~5.9%) .0826(0.0%) (0825(~0.0%)
#6 L0780 _O7EF(1.2%) .0746:1-4.3%) .OTB7(1.07 . 87 0.9%)
#7 L0741 .0766(3.4%) .0OTZE(-2.0%) .0T7H4(3. 07510 2.8%)

For these three models for burglary, estimators EZ and £4 do
slightly better than the present published estimator £1, and
do substantially better than E2 for Medels 5 ard &, but
warse for Model 7. This analysis needs to be reopeated for
other crimes and, especially, for models which give a better
fit to the Group A data, to make it sufficiently conclusive
to warrant changing the form of the published estimator.

YIII. DISCUSSION OF THE RESULTS

Medel 7 appears to fit the best of the three models
considered. However, the main conclusion of this paper is
that none of the proposed model fits without a modification
to take into account the recency effect. In a different kind
of analysis, the lack of fit of Model 6 was also chzerved 1n
Briffin (1983 .

The next ep in the research is to attempt to develop
madels which de not rzcuire FiX, = 1) to be the sams for
1,2,3.4. An additional mcdel from Alexanger and Roebuck
(1983). the "independent with additional victimization”
model, has nct been considered for reasons of space. This
medel also reguires PiX, = 1) tg be constant, but may be
233V %o medify 4o 2liminate thi richion.

The immediate goal of this resgarch 1s to find & noael
Wwnich fits weili for all the crime categories of iaterasst,

is res

and to use this model to select one of the six closed-form
estimators (El — E4 and the Group € mles for Models 5 and
&y, It is probably desirable to apply the missing—data
adjustment separately for different subgroups of the sample.
For this purpose, it will be necessary to repeat the
analysis for different subgroups.

The results of Table Z are of some immediate interest.
The present estimator (E1) has a relatively small bias under
the three models. (The bias is only for the incomplete
cases, which in any given month are at most about one—fourth
of the sample.) Thus there is no strony reasan to replace
El1 by the mle under any of the selected madels, since Ei
does fairly well under the assumptions upon which such an
alternative estimator would be based.

The data in this paper should be viewed as preliminary.
The numerical likelihood calculations need further scrutiny,
especially for Model 8, whose maximum likelihood appears to
be along a "ridge"” in the function. (The mles were
calculated in UNIVAC single precision arithmetic, using the
IMSL subroutine ZXMWD. The maximum was checked using
single precision on an IEM personal computer, by inspecting
the likelihood at a grid of parameter values.

The “Actual" values in Table 4 were calculated using
the NCS "final" design-based weights. The main effect of
these weights is due to a correction for instances of
subsampling in the field, and to a "post-stratification”
adjustment bringing the weighted age-race-sex distribution
of the full sample into agreement with independent estimates
for the pecpulation. However, the weights also include
noninterview adjsutments which are rot appropriate for
application to Group A in ow present problem. It was not
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possible to rewsight the Group A& chAsos separately for this
analysis. This is felt to make little Adifference to the
results; indeed, almost identical results were obtained
using unweighted results for burglary.

The approximate standard errors in Table 4 are
calculated using & design effect appropriate to the usual
NCS estimates. The appropriateness of this decign, effect
for this purpocsa haz not been tested.

TABLE 4
Fit of the Models to the Data
for Group A

g3 Actual (5% CD) Model 5 Model & togel 7
Q000 LFZ1495 .0 .927Z49 .529592 521515
QOnt L020016 .017476 016950 L015639
2010 .011872 7 O

o011
0100 L017582
101 SD01LTT
0110
o111
1000

XZ for model:

As L of Model S
Tables 4, S, and &6 are based on the following values for

the mles for Group A.

Model S: p = .018706

Model 6&: F L017997, F L 0S6623
Model 7: x 101, f#= 1416
TABLE S
Fit of the Models to the Distribution
of Ixy for Group A
Actusl Model $ Modgl & Model 7
o . 931499 . 27249 - F2PTI2 .FT151S
1 . 062682 . D66465 - 062856
2 . QOS3LS L0Z792 - D05526
3 - DOOS0S . 000024 -000148 - DO0ZB4
4 pcelalelele] - QOO « Q0000 L OO00LE
TABLE &

Fit of the models to the Distribution
of the Minimal Sufficient Statistic S(for todel &)

g Actual Model S Model & Model 7
1 . 927249
2 Q35352
3 . 035252
4 LOQ0GT74
S . 000674
& - 000337 . 000937
7 . O0O0T37 ?
8 . O 12 LOO0112 LGO0L92
? . Q00270 L 000012 . 000038 . 000292
10 - OOO0O0 - QOQO00 . Q00003 . 0000LS
TABLE 7
Fit of the models to the distribution
of Xz and Xa for Group C
Actual Model 5 Model 7
.937832 .957418
.019247
. 019247
S QOZOES L D02094

Taole 7 is bas=d on the fsllowing values of the mles for
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