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I .  In t roduct ion 

The Census Bureau conducts the monthly 
Retai l  Trade Survey of the business universe 
in order to provide t imely estimates of the 
level and trend sales. The data for  each 
establishment are subjected to a series of 
edi t  checks and to be imputed i f  they are 
missing. The problem of handling missing 
data for  the Monthly Retai l  Trade Survey is 
examined in the paper. The Monthly Retai l  
Trade Survey is composed of a l i s t  sample 
and an area sample, where tile l i s t  sample 
contains 96% of the to ta l  sample s ize.  
The l i s t  sample consists of a f ixed panels 
of ce r ta in ty  uni ts (which report every 
month) and ro ta t ing  panels of noncertainty 
sampling units (which report every three 
months). A s t r a t i f i e d  random sampling 
design was used (See (4) ) .  The main va r i -  
ables col lected in the ro ta t ing  panel 
cases a r e t h e  monthly re ta i l  sales for  the 
current month and the previous month. For 
f ixed panel cases, only cur ren tmonth ly  
sales are co l lec ted.  These items are some- 
times not reported or suppressed because 
of edi t  f a i l u r e .  

The current imputation procedure in the 
Monthly Retai l  Trade Survey takes advantage 
of the ro ta t ing  nature of the sample panels 
and ' h i s t o r i c a l '  data. The procedure 
operates by mul t ip ly ing  a nonresponding 
un i t ' s  ' h i s t o r i c a l '  data by a measure of 
trend computed from those responding 
uni ts whose size and kind of business char- 
ac te r i s t i c s  are s im i la r  to the nonresponding 
u n i t ' s .  This method assumes that trends in 
the non response stratum are s im i la r  to 
those in the response stratum. The sample 
is par t i t i oned  in to  imputation ce l ls  defined 
by kind of business (KB), f i rm size (Group 
I and Group I I )  and size of sales. In each 

imputat ion c e l l ,  the trend is calculated 
from the reported items. I f  the ' cu r ren t '  
month sales are missing, i t  is imputed based 
on the 'previous'  month sales of the same 
un i t .  Let Yi be the current month sales and 
x i be the previous month sales of the i th 
uni t  that  reported in the current month. 
Let z i be the previous month sales reported 
3 months ago by the i th unit  of the same 
panel. For the l i s t  sample of noncertainty 
un i ts ,  the trends or the so-cal led rat ios of 
ident ica ls  for  each imputation cel l  are 
calculated by 

Rp = ~ w i x i /  [ wiz i ( I . I )  

Rc = Z wiY i /  Z wixi (1.2) 

where w i denotes the sampling weight of the 
i th  responding un i t .  The summations in 
Rp are taken over a l l  uni ts in the imputa- 
t ion cel l  whose data xi^and z i were 
reported. The ra t io ,  Rn, estimates the 
previous month to previous three months ago 
sales trend for  each imputation cel l  in 

the domain of respondents. S im i la r l y ,  the 
summations in R c are taken over a l l  
uni ts in the imputation cel l  whose^data, Yi 
and x i were reported. The ra t i o ,  R c, e s t i -  
mates the current month to previous month 
sales trend for  each imputation cel l  in the 
domain of respondents. 

Af ter  forming the ra t io  of ident ica ls  for  
each imputation c e l l ,  the next step is to 
tes t  whether the ra t io  R D sa t i s f i es  the con- 
d i t ions  RD E [ml, M I ]  ahd N I > 15, where 
N I denote~ the number of uni ts def in ing the 
ra t io  Rp. The in terva l  l i m i t s ,  m I and M I ,  
vary by KB and by month. I f  one or both 
of these condit ions are not met in a given 
imputation cel l  then the ra t io  Rp is reca l -  
culated over al~ reported x i and z i uni ts 
w i th in  a collapsed cel l  which is defined by 
KB and f i rm size.  In a s im i la r  manner, the 
ra t io  Rc is tested for  each imputation cel l  
for  possible d i s to r t i on  and recalculated 
when necessary. I f  the ra t io  is accepted, 
the ra t io  w i l l  be used to impute the missing 
item. The ra t io  in ( I . I )  is used to impute 
the missing item in the case of previous 
month sales (x) ,  and the ra t io  in (1.2) is 
used to impute the missing item in the case 
of current month sales (y) .  

Cassel, Sarndal and Wretman (1979) 
out l ined an approach that builds on an 
underlying l inear  regression model for  e s t i -  
mation of the f i n i t e  population mean when 
nonresponse has occurred. They developed 
two estimators; one est imator can be con- 
structed to have b u i l t - i n  adjustment for  
varying response p r o b a b i l i t i e s ,  and another 
est imator is s imp l i f ied  by leaving out such 
adjustment. The l a t t e r  case takes the r isk 
of design biased inferences when nonresponse 
occurs and the underlying model is fa lse .  
They also extended the techniques to the 
case when only sample aux i lary  information 
is avai lable instead of population aux i lary  
i nformat i on. 

The current imputation procedure of 
Monthly Retai l  Trade Survey (as I view i t )  
is a kind of l a t t e r  case where the l inear  
model going through the or ig in  is assumed 
for  each of the imputation ce l ls  of the 
sample. The missing item is imputed from 
the model using the sample aux i l i a r y  i n f o r -  
mation. 

For each KB, for  each imputation cel l  i j  
(group size x sales size) i=1 . . . .  I ,  j=1, 
. . . .  ] ,  the current month sales (y) are 
assumed to have a l inear  re la t ionsh ip  with 
the previous month sales (x) ,  

y : Rij x + ~,  ~Ix ~ N (0, x o 2) (1.3) 

where x is assumed to be known for  every 
uni t  in the sample. 

^ 

When nonresponse y occurs, the Rij is 
calculated from the response data oi ~ impu- 
ta t ion  cel l  i j  by using (1.2) which is a 
least squares estimate of Ri j  under 
model (1.3)  and incorporat ing the sampling 
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weights.  I f  model is t rue ,  both^ least  
squares estimate (s y i / S x i )  and^Rij" 
are unbiased estimate of R i  i .  R i j  Is 
one of the est imators under-model (1.3) 
discussed in Cassel, Sarndal and 
Wretman (1979). The imputed value for  the 
missing item y is R i i  x. The current  impu- 
t a t i o n  procedure^put~ fu r the r  r e s t r i c t i o n s  
on the estimate R i j .  I f  Ri j  is not in 
the p r i o r  l i m i t s  Lm I ,  M I ]  or the number 
of respondents in ce l l  i j  is less than 15, 
a col lapsed ce l l  is defined w i th in  group i .  
The fo l l ow ing  l i nea r  model is assumed in 
the col lapsed ce l l  i ,  

y : R i x + ~ ~Ix ~ N(O, xo 2) (1.4) 

which assumes that  the R d i f f e r s  by f i rm 
group s ize.  

The same model assumption is used for  the 
previous month sales (x) of the current 
month repor t ing un i t ,  and the previous month 
sales (z) reported 3 months ago. Al l  miss- 
ing items of the previous month sales (x) 
are imputed before imputing the missing 
items of current month sales (y) .  

When non response occurs, under the cur-  
rent s t r a t i f i e d  sample design and the cur-  
rent imputat ion procedure, the Horv i t z -  
Thompson est imator  of t o ta l  sales y is a 
ra t i o  type est imator .  (See Huang (1984).)  

I I .  Examining Current Monthly Retai l  Trade 
Survey Data - December 1982 Retai l  Trade 
Survey - SIC 562 (Women's Ready-to-Wear 
Stores) 

Monthly r e t a i l  sales reported data were 
examined to see whether the current  model 
holds. In the current imputat ion procedure, 
fo r  each imputat ion c e l l ,  the current  month 
sales (y) and previous month sales (x) are 
assumed to have the fo l low ing  re la t ionsh ip "  

y = B x + ~ , ~ ~ N(O, x o 2 ) (2.1) 

The^missing i t e m Y i  is cu r ren t l y  estimated 
by Bx i , 

where B = (Z wiYi )  / (~ w i x i ) ,  
i i 

w i is the sampling weights corresponding to 
un i t  i ,  and the summation is taken over a l l  
reported x i and Y i 'S .  

Four a l t e rna t i ve  l i nea r  regression models 
are examined for  each imputat ion ce l l -  

Y : ~ + B x + c , ~ ~ n(O, o 2 ) 

Y = ~ + B x + c , ~ ~ n(O, xo 2) 

y = ~ + B x + ~ , ~ ~ n(O, x2o 2) 

(2.2) 

(2.3) 

(2.4) 

log y = ~ + B log x + ~ , c ~ n(O, o 2 ) (2.5) 

I f  the in te rcep t  a is not d i f f e r e n t  from O, 
the l i nea r  regression models in (2 .2 ) ,  
(2 .3 ) ,  and (2.4) w i l l  reduce to the f o l l ow-  
ing models- 

y = B x + ~ , c ~ n(O, o 2 ) 

y = B x + c , c ~ n(O, xo 2) 

y = B x + ~ , ~ ~ n (0, x2o 2) 

(2.6) 

(2.7) 

(2.8) 

The least squares estimates for  B in models 
(2 .6) ,  (2 .7) ,  and (2.8) for  a simple random 
sample of size n are 

n n n n 
( ~ x i Y i ) / (  ~ x2 i ) ,  ( ~ Y i ) / (  ~ x i )  , 
i =i i =I i =I i =I 

n 
( I / n )  Z (Y i /X i )  

i= l  

respec t ive ly .  
The data used are from the December 1982 

Monthly Retai l  Trade Survey for  SIC 562. 
The to ta l  sample size is 2937. 

The data used for  model f i t t i n g  are re- 
s t r i c t e d  to establishments in the l i s t  
sample with reported nonzero sales for  
both current and previous months. The 
sample size fo r  the reported data is 1448. 

The 4 current imputation ce l l s  and 2 co l -  
lapsed imputat ion ce l ls  fo r  SIC 562 are 
defined as fo l lows:  

Imputation ce l l  

i .  Sales* > $50,000, Group 2 

2. Sales* < $50,000, Group 2 

3. Sales* > $50,000, Group I 
m 

4. Sales* < $50,000, Group I 

Collapse d imputat ion ce l l  

I .  Group 2 ( f i rm size code = 6) 

2. Group I ( f i rm size code = 2,3,4)  

*The sales size i nd i ca to r  depends on which 
panel the un i t  belongs. For f ixed panel, 
the previous month sales are used. For 
ro ta t ing  panels, the current month sales 
of 3 months ago are used. 

The data of imputat ion ce l l  1 (group = 2, 
sales* > $50,000) are f i r s t  used in f i t t i n g  
the d i fTerent  models. By looking at the 
p lots of the res iduals ,  i t  seems that  
model (2.2) with constant variance does not 
f i t  we l l .  To f ind  the approximate r e l a t i o n -  
ship of the variance of the current month 
sales y with the previous month sales x, 
un i ts  were f i r s t  sorted by the previous 
month sales and then grouped with 20 uni ts 
in each c lass.  The variance or the standard 
er ror  of y and the mean of x for  each class 
were ca lcu la ted.  The re la t ionsh ip  of the 
variance of y with the mean of x can be 
estimated by least  squares method using the 
log t ransformat ion of the fo l lowing 
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(s2) i  = ~ ~i p , i = 1 , . . . k .  

The estimated ~, p for  4 imputat ion 
ce l ls  and 2 collapsed ce l l s  for  the data 
of SIC 562 of December 1982 are tabulated 
in Table 2.1.  

I t  seems that  the er ror  variance x 2 ~2 is 
more appropr iate than xa 2 for  each impu- 
ta t i on  c e l l .  (The er ror  variance for  each 
imputation ce l l  of other KB's and of SIC 
562 of February 1983 was also inves t iga ted .  
See Huang (1984).) A l i near  model with 
er ror  variance x2o 2 (equation (2.4) )  
was then used to f i t  each of the 4 imputa- 
t ion  ce l ls  data to see whether the i n t e r -  
cept is s i g n i f i c a n t l y  d i f f e ren t  from zero. 

In f i t t i n g  each imputat ion cel l  data, the 
ou t l i e r s  were also examined and deleted in 
the analysis of residuals based on the Cook 
and Studentized s t a t i s t i c s .  

We can conclude from the model f i t t i n g  
for  each imputation ce l l  and col lapsed 
ce l l  of December 1982 for  SIC 562: 

(1) The er ror  variance of the l i nea r  re- 
gression model for  each imputat ion 
ce l l  is approximately x2o :~. (Same 
conclusion for  February 1983's data.)  

(2) By f i t t i n g  the l i nea r  regression model 
with er ror  variance x2o 2 to each 
imputat ion c e l l ,  i t  showed that  at 0.01 
level the in tercepts  of a l l  4 imputa- 
t ion  ce l ls  are not s i g n i f i c a n t l y  d i f -  
ferent  from zero; i . e . ,  the ra t i o  model 
(2.8) is more appropr iate than the 
regression model (2.4) for  the data. 
However, the in tercepts  of ce l l s  1 and 
2 are s i g n i f i c a n t l y  d i f f e ren t  from 
zero with p r o b a b i l i t y  0.0311 and 
0.0396, respec t ive ly .  (For SIC 562 
of February 1983's data, the in tercepts  
of ce l l s  I and 2 are not s i g n i f i c a n t l y  
d i f f e r e n t  from zero. However, the 
in tercepts  of ce l l s  3 and 4 are s i g n i f -  
i can t l y  d i f f e r e n t  from zero with 
p r o b a b i l i t y  less than 0.01. 

(3) The log scaled l i nea r  model (2.5) was 
also f i t t e d  to the data in each of the 
4 imputat ion ce l l s .  The histograms of 
the standardized residuals and the 
scat te r  p lots of the residuals showed 
no gross deviat ions from the assump- 
t ions of the model. 

Since our data came from a s t r a t i -  
f ied sample, the inc lus ion p r o b a b i l i t y  
(or the sampling weight) for  each 
sampling un i t  varies considerably for  
uni ts  in the d i f f e ren t  s t ra ta ,  especi- 
a l l y  between the ce r ta in t y  stratum and 
the noncerta inty s t ra ta .  The mean 
sampling weights fo r  a l l  reported data 
is 20.407, the range is from I to 
512.080. The regression analysis 
described before is the standard tes t  
assuming that  the data come from a 
simple random sample and a l l  the model 
assumptions are met. 

DuMouchel and Duncan (1983) proposed to 

use the d i f ference between the weighted and 
unweighted estimates (where the weights are 
sampling weights) as an aid in choosing the 
appropr iate model and hence the appropr iate 
es t ima to r .  

The a l t e rna t i ve  way to wr i te  the ra t i o  
model (2.8) fo r  a l l  uni ts  in the 4 imputa- 
t i on  ce l l s  ( labled as Model A) is 

3 
R - y /x  = Z ~ j z j  + e , e ~ n(O, ~2) (2.9) 

j=O 

where 

z o = l  

z i = I ,  i f  the un i t  is in the imputation 
ce l l  i ,  i = I ,  2, 3 

= O, otherwise. 

To tes t  whether there is any d i f ference 
of the weighted and unweighted regression 
coe f f i c i en ts  in the model, E (Bw " (3) = O, 
we use method A of DuMouchel and Duncan 
(1983). The ordinary regressions were used 
to regress R on z, and R on z and zw (where 
zw is the var iable z mu l t i p l i ed  by the 
sampling weights w). 

The tes t  shows that  there is a s i g n i f i -  
cant d i f ference between E(Bw) and 
E(B) at 0.0157 s i g n i f i c a n t  l eve l .  
Hence there is a d i f ference in using sam- 
p l ing  weights in est imat ing the parameters 
in Model A. 

The a l t e rna t i ve  way to wr i te  the ra t i o  
model (2.7) (the current imputat ion model) 
for  a l l  uni ts in the 4 imputation ce l l s  
( labeled as Model B) is 

3 
R = y /x  = 7 ~ i z i  + e, e ~ n(O, o2/x) (2.10) 

j=O 

where z's are defined in (2 .9) .  
The estimate of the mean rate (or t rend) 

for  each imputation cel l  under Models A 
and B with or wi thout sampling weights (des- 
ignated as w/wt, wo/wt, respect ive ly )  is 
given in Table 2.2.  

In the current imputation procedure, the 
estimated mean rate from each imputat ion 
ce l l  is checked to see whether i t  is in the 
p r i o r  l im i t s  of 1.443879 and 1.718664. I f  
any of the estimates do not f a l l  in the 
range, i t  w i l l  be recalculated using the 
appropr iate collapsed c e l l .  

I t  can be seen in Table 2.2 that  the 
estimates of a l l  4 ce l l s  from Model A 
wo/wt are in the desired range, whi le some 
others indicated by ' * '  are outside of the 
range. I f  the present range is a good 
p r i o r ,  we ' l l  conclude that  Model A (wo/wt) 
is a good model for  the data. 

In the next sect ion,  a s imulat ion study 
is conducted. The ob jec t ive  of the study 
is to evaluate the d i f f e r e n t  imputat ion pro- 
cedures. 

I I I .  Simulation Study 
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One way to compare d i f fe ren t  imputation 
procedures is to do a simulat ion study. 
The simulation study described below uses 
only f u l l  reported survey data as a complete 
data set, and simulates the missing values 
from the complete data set. D i f fe ren t  
imputation procedures are then applied on 
the simulated data set, the imputed values 
are then compared with the or ig ina l  values. 
Ford, Kleweno and Tortora (1980) did a simu- 
la t ion study using agr icu l ture  survey data, 
and Kalton (1981) did a simulation study 
using ISDP data. 

The simulation study was conducted using 
the Monthly Retail Trade Survey data. The 
complete data set is the reported l i s t  
sample of December 1982 re ta i l  sales of 
SIC 562, where the reported and imputed 
codes for both current and previous months 
are I .  There are 1445 un i ts .  A random 
mechanism is used to designate the missing 
values from the complete data set. ( i . e . ,  
I t  is assumed that the data are missing at 
random. ) 

For each imputation ce l l ,  the estab l ish-  
ment's current month sales are designated 
missing randomly according to the current 
nonresponse rate for  the ce l l .  Five sets 
of missing data are generated. 

From the previous study of the complete 
data set, i t  seems that for  each imputation 
ce l l ,  the ra t io  model is a reasonable model 
and the model error variance is proport ional 
to the square of the previous month sales. 
The current imputation procedure assumed a 
ra t io  model with model error  variance pro- 
port ional to the previous month sales. 
Models A and B defined in (2.9) ,  (2.10) 
are used for the imputation comparisons. 

Models A and B are defined for 4 imputa- 
t ion ce l l s .  I t  also is defined for  the 
collapsed ce l ls .  Recall that the current 
imputation procedure w i l l  collapse wi th in  
the group i f  the mean rate of any cel l  does 
not f a l l  wi th in the pr io r  l i m i t s .  Hence 6 
imputation procedures are applied to the 5 
simulated data. 

I .  Model A (4 ce l l s )  without using sampling 
weights in the estimation procedure 
[Model A (4 ce l l s )  wo/wt].  

2. Model A (4 ce l l s )  incorporat ing the 
sampling weights in the estimation 
procedure [Model A (4 ce l l s )  w/wt] .  

3. Model B (4 ce l l s )  without using sampling 
weights in the estimation procedure 
[Model B (4 ce l l s )  wo/wt].  

4. Model B (4 ce l l s )  incorporat ing the 
sampling weights in the estimation 
procedure [Model B (4 ce l l s )  w/wt] .  

5. Model B (2 ce l l s )  incorporat ing the 
sampling weights in the estimation 
procedure [Model B (2 ce l l s )  w/wt] .  

6. Current procedure" Use Model B (4 
ce l l s )  w/wt to estimate the mean rate,  

i f  any of these rates f a l l s  o f f  the 
range, the rates w i l l  be recalculated 
using the collapsed ce l l s .  

The c r i t e r i a  used to evaluate d i f fe ren t  im- 
putation procedures are the fo l lowing" 

A. The mean deviat ion defined as 
(Yi - Yi)/m , where ~i is the imputed 

value and Yi is the actual value for  
uni t  i ,  (i = 1,2 . . . .  m), m is the number 
of missing values. 

B. The mean absolute deviat ion defined as 
lYi - Yi l /m- 

C. The as {~r°°t(yimean- Yi~uare/m}l/~eviation. defined 

D. The bias of the estimated to ta ls  due to 
imputation, 

m 
~ wi(Yi - Yi) , where w i is the 

i=l  

sampling weight for  the i th un i t .  

E. The re la t ive  bias of the estimated 
to ta ls  due to imputation 

(m n ) 
wi(Yi - Y i ) /  Z wiYi x I00, where 

i =I i =I 

n 
wiY i is the estimated to ta l  

i=1 

from the complete data set.  

The "errors" due to imputations of the 
above f ive types are calculated for  each 
simulated data set, and the average of the 
f i ve  data sets is tabulated in Table 3.1. 

The mean deviat ion measures the bias in 
the imputed values. On the average, Model 
A over imputes the actual value, Model B 
s l i g h t l y  under estimates the actual value. 
The average over imputed value using Model A 
(4 ce l l s )  wo/wt is $16,529; when incorporat-  
ing sampling weights in the est imation, i t  
is $15,954. The average under imputed value 
using Model B without and with sampling 
weights are $1,356 and $4,501, respect ively.  
The average under imputed value under 
current procedure is $2,390. 

The mean absolute deviations and the root 
mean squares deviations measure the "close- 
ness" of the imputed value (Yi) with the 
true value Yi- On the average, Model A 
(4 ce l l s )  wo/wt has $2,255 larger mean abso- 
lute deviat ion than Model B (4 ce l l s )  wo/wt, 
and $2,610 larger mean absolute deviat ion 
than the current procedure. The current 
procedure has the smallest mean absolute 
deviat ion $56,975. Model B (4 ce l l s )  w/wt 
gives the smallest mean square deviat ion 
$186,324. 
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Since our sample is a s t rat i f ied random 
sample, sampling units from different strata 
have different inclusion probabil it ies. To 
estimate total sales, the bias due to 
imputation is of most interest. The average 
bias of these five data sets is $2281 x 10 a 
when using the current imputation procedure. 
The smallest bias is $1,969 x 103 by using 
Model B (4 cells) with sampling weights. 
Model A (4 cells) without samplin 9 weights 
has the largest bias $31,659 x 10 j .  Note 
that under the same model and the same 
number of cells, the bias of the estimated 
total is smaller by using sampling weights 
than not using sampling weights. This 
occurred for both Models A and B. In com- 
paring Model B (w/wt)with 2 imputation 
cells and 4 imputation cells, the bias of 
the estimated total of 4 imputation cells 
is 40% less than 2 imputation cells. 

The relative bias is 0.1394% for the cur- 
rent procedure, and 0.1203% for Model B (4 
cells) with sampling weights, and 1.9344% 
for Model A (4 cells) without sampling 
weights. 

For the current imputation procedure, all 
ratios of identicals of the five data sets 
for cells 3 and 4 exceeded the prior l imits.  
Beside data set I ,  the recalculated ratios 
of identicals from the other four data set 
for the collapsed cell of Group 1 s t i l l  
exceeded the prior l imits. 

IV. Summary and Recommendation 

We have reviewed the imputation procedure 
of the Monthly Retail Trade Survey. The 
data of December 1982 retai l  sales were 
examined. We summarize the results as 
fol lows" 

1. The current imputation procedure is a 
fa i r l y  simple procedure which assumes 
a ratio model (1.3) for the reported 
data in each imputation cel l .  By exam- 
ining the reported retai l  sales data of 
December 1982, the error variance of the 
model for each imputation cell for most 
selected SIC's is proportional to x 2 
instead of x (where x is the previous 
month sales). I t  seems that the current 
definitions of the imputation cells need 
to be modified so that the data wi l l  con- 
form with the assumed model. 

2. The simulation study using SIC 562 of 
December 1982's data ( i t  is assumed that 
the data are missing at random) shows 
that the current imputation procedure 
gives lesser bias than the other impu- 
tation procedures studied in estima- 
tion of the population to ta l .  I t  also 
shows that 4 imputation cells give 
less bias than 2 collapsed cells; using 
sampling weights in the estimation gives 
less bias than not using sampling 
weights. I t  is suggested that finer im- 
putation cells may be needed for each 
KB. 

3. Field follow-up on the nonresponse data 
is necessary so we can better understand 
the nonresponse characteristics. This 
would show, for example, whether the 
distribution of nonresponse is the same 
as the distribution of response. Or 
whether the nonresponse rate systematic- 
al ly increases or decreases with sales 
size. 

4. Revising or incorporating the prior 
l imits used in the imputation procedure. 
For the data we examined (December 1982 
- SIC 562), two ratios of identicals 
are outside of the prior l imits (see 
Table 2.2 last column). The ratio wi l l  
then be recalculated within a bigger 
cell and i t  wi l l  be used in the imputa- 
tion whether the new ratio is in the 
prior l imits or not. I f  the prior 
l imits are good, i t  should be used in 
the imputation procedure when the ratio 
of identicals is outside of the l imits.  
For example, using the closest bound of 
the limits to replace the ratio that is 
out of range. I f  the prior is out of 
date, i t  seems that i t  should be revised 
more often by using the existing ratios 
that have been calculated through the 
years. 

5. The current imputation procedure is a 
mean imputation one (see Sedransk and 
Titterington (1980)), i . e . ,  to impute 
for missing sales using a mean of the 
predictive distribution conditional on 
the known predictors. The mean imputa- 
tion usually gives less variance of the 
total than the random imputation (where 
some error has been added to each pre- 
dicted value). Since the objective of 
the Monthly Retail Trade Survey is to 
publish the total of the monthly sales, 
the mean imputation is used in the cur- 
rent imputation procedure. I f  furnish- 
ing the public use tape is also needed 
monthly, then in order to preserve the 
distribution of the monthly sales data 
the random imputation should be used, 
i . e . ,  some 'error'  should be added to 
the predicted value. These errors can 
take the form of random normal deviates 
defined in the model or randomly select- 
ed residuals from the model. 
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Table 2.1 The Estimated k , p for each Imputation Cell 

SIC 562 
Imputation Cells 

l 
2 
3 
4 

Col Iapsed Cel I s 
l 
2 

Total 

December 1982 February 1983 
GP Sales n k p n k . . . . . . . . . . . . . . . . . . . .  

(Women's Ready-to-Wear Stores) 

2 ) $ 50,000 411 0.0513 2.0709 402 
2 < $ 50,000 249 8.4806 1.6594 265 
l ) $ 50,000 354 0.0468 2.1115 276 
l < $ 50,000 431 1.8031 ].7804 612 

0.141970 
0.002676 
0.003741 
0.140595 

2 (0, ® ) 660 1.12407 1.7873 667 
1 (0, ® ) 785 0.52022 1.8271 888 

1,445 

0.038760 
0.152564 

1.87255 
2.22700 
2.21092 
1.60352 

1.99410 
1.93086 

Table 2.2 Cell Mean Rate (Trend) for Each Imputation Cell Under Different Models 

Imputation Cell 

I (GP2, Sales > $50,000) 

2 (GP2, Sales < $50,000) 

3 (GP1, Sales > $50,000) 

4 (GPl, Sales < $50,000) 

M odelA (ratio model with 
V(~¢) : x2a 2) 

wo/wt w/wt 

1.61598 1.61117 

1.68204 1.60483 

1.48462 1.47382 

i .49881 1.37942* 

Model B (ratio model with 
v(c) = xa2 
wo/wt w/wt 

1.53371 1.50170 

1.661 89 1.63338 

1.48338 i .41526" 

1.43179* 1.41607* 

Table 3.1 Summary of the Results of the Model Comparisons from the Average of the Five Data Sets 

Mean deviation 

Mean absolute deviation 

Root mean square deviation 

Bias of the estimated total 

Relative bias of the estimated 
total (%)* 

Model A (4 cells) 
wo/w~c w/wt 

$ $ 

16.529xi03 15.954xi03 

59.585x103 59.892x103 

205.612xi03 208.105x103 

31,659x103 22,002 xlO 3 

1.9344 1.3443 

Model B 
Model B (4 cells) (2 cells) Current 

wo/wt w/wt w/wt P rocedu re 
$ $ $ $ 

-I .356x103 -4.501 xl 03 O. 995x103 -2.390xi 03 

57.330xi03 57.347xi03 56.994xi03 56.975xi03 

190.503x103 186.324x103 188.514xi03 187.197x103 

6,316xlO 3 1,969xi03 3,247xi03 2,281xi03 

0.3860 0 .I 203 0 .i 984 0 .I 394 
. . . . .  

* The estimated total from the complete data is $1,636,659 x 103. 
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