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ABSTRACT 

When nonresponse occurs, Hansen and Hurwitz 
(1946) suggest the procedure of estimating 
the population mean by subsampling the non- 
respondents of the initial sample. We con- 
sider the case where not all the subsampled 
units respond, and suggest estimators that 
are suitable for some practical situations. 
We evaluate the relative merits of our esti- 
mators by finding their biases and Mean Square 
Errors. 

i. INTRODUCTI ON 

Consider a finite population of size N with 
mean ~ = (ry./N) of the characteristic of 
interest y. ~When a simple random sample of 
size n is drawn without replacement from the 
N units and only n~ of them respond, the 
sample mean 71 = (~Yi/nl) is clearly a biased 
estimator of Y. Suppose that the population 
consists of the "responding" stratum of size 
N~ with mean Y1 and the "nonresponding" 

ratum of size N 2 = N-N 1 with m__ean Y-2" The 
sample mean y-- 1 is unbiased for Y1 but for 
estimating Y it has a bias equal to W2(~-I-Y2) , 
where WI= (N I/N) and W 2 = (I-W I). 

Hansen and Hurwitz (1946) suggest drawing 
a subsample of size r = (n2/k) , where k(>l) is 
predetermined, from the n 2 = (n-nl) nonre- 
spondents and eliciting responses from all of 
them. If ¥2r is the mean of the r units, an 
unbiased estimator of ~ is 

= nlYl + nlY2 . (I) 

n 

The procedures for determining the optimum 
values of n and k are described and illus- 
trated in Cochran (1977). J. N. K. Rao (1973) 
and Srinath (1971) suggest a modified pro- 
cedure for determining the sample sizes at the 
initial and second phases. Review and dis- 
cussion of the different procedures for deter- 
mining the sample sizes at the two phases are 
given by the first author in Rao (1983a, 
1983b). 

In several practical situations, rarely 
all the r subsampled units respond, even in 
the case where the initial sample is conducted 
through the mail, and telephone or personal 
interviews are employed at the second phase. 
When only r 2 of the r subsampled units respond, 
EI-Badry (1956) considers a subsample from the 
(r-r2) units, and suggests continuing this 
procedure until all the units in the subsample 
at the final phase respond. However, in prac- 
tice, it is not usually convenient to consider 
subsamples beyond the second phase; even if it 
is convenient, the units may not respond at 
the subsequent phases since they are of the 
"hard core" type or they have no interest in 
the characteristic under study. 

In this article, we consider the population 
to be composed of three strata of sizes 
(N__I, N2, N_3), (N = N 1 + N~ + N~), with means 
(YI, Y2, Y3 ) and variances (S 2. S~, S~). 
These strata correspond respe@tiv~ly ~o the 
units that respond in the initial sample, in 
the subsample at the second phase, and the 
units that do not respond even after these 
two attempts. The population mean is ~ = 

WIY 1 + W2Y~ + W3Y%, where WI= NI/N, ;'2 = N2/N 
and W 3 = I z- W 1 - W 2- 

When only r 2 of the r subsampled units 
respond, in Jackson and Rao (1983) we have 
discussed the possibility of different esti- 
mators for ~ based on different assumptions 
regarding the nonresponding units. InSection 
2 of this article, we construct estimators 
with assumptions that may be valid in practice 
and derive their biases and variances. To 
examine the biases and Mean Square Errors 
(MSE's) of the estimators for departures from 
the assumptions, we have computed them for 

different v~lues of (NI,N2,N3), (YI,Y2,Y~) 
and~ (S I,~ $2 )2~ . This investigation is described 

in Section 3. The results of our investiga- 
tion are presented in Section 4. 

2. ESTIMATORS AND THEIR BIASES & VARIANCES 

If there were no nonrespondents, a random 
sample of size n from the N units would have 
resulted in nl, n 2 and n 3 observ_atio_ns in the 
three strata with sample means Yl, Y2 and Y3 
respectively. With nonresponse, only the 
size of the respondents n I and their mean Yl 
are available. Neither (n 2, n 3) nor (Y2, Y3 ) 
are observed. When a subsample of size r = 
(n-nl)/k units is drawn from the (n-n~) non- 
respondents, only r 2(<_r) units respona. Let 
Y2r denote their mean. The estimators in the 
following sections are derived with different 
assumptions about Y3" Derivations of the 
expectation and variance are described only 
for the first estimator in some detail, and a 
similar approach is adopted for the rest of 
the estimators. 

2.1 THE OVERALL SAMPLE MEAN 

The mean of the responses from the two 
phases of sa_mpling is 

= nl.Yl+ r2Y2r . (2) 

m n I + r 2 

The approximate expectation and variance 
of this estimator are 
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WIY-1 + (W2/k) Y2 
E(~ m) = W1 + W2/k 

W 1 (1-W1-W2/k) (yL_y2) , 

n(W 1 + W2/k) 

and 
n 1 2 N1 - n l ]  2 

V(~m)= { n i ' + r 2 )  [ NI-n I IS1 

r2 _.)2 [ r - r 2  N2 - n2 ] ~2 

+ (nl + r2 trY72 + N2 q o 2 . (4) 

If we replace n I, n 2 and r 2 by their means, 
after simplification the average variance is 

W 2 
V(~m ) = ( k WIT1 + T . (5)  kW 1 + W2) (kW1 +W2) 2 2 

where 
2 

2 ahd [ ] =2 
T 2 =  N - n + -  

N 1-W 1 n " 

2.2 The Means of the Second and Third Strata 
Are Equal 

In some cases, inability of the interviewer 
or inadequate time may be responsible for ob- 
taining only r 2 responses from the r sampled 
units at the second phase. If the question- 
naire is of a sensitive nature, the (r-r 2) 
units may not repond to telephone calls or 
personal interviews due to reasons of confiden- 
tiatlJty. In such situations, it is possible 
that Y3 is almost equal to Y2, and with this 
optimistic assumption the population mean be- 
comes u~ = W1YI+(I-WI)Y2" An unbiased esti- 
mator o~ this mean is 

nlYl+ (n-nl) Y2r (6) 

~o n " 

Thus, 

E(~ o) = W1Y1 + (W2 + W3) Y2 (7) 

and ~o in (6) is a biased estimator for ~o if 

Y3~ ¥2" 
The expected variance is 2 

(1-W 1) 
V(~o) = W1T 1 + W2 T 2. (8) 

2.3 The Mean of  the Third Stra tum is  a Linear  
Combination of the  Means of the  F i r s t  Two S t ra t a  

The assumption in Section 2.3 that Y3=Y2 may 
be thought to be an extreme one. A conserva- 
tive assumption is that Y3 = WIY 1 + W2Y2 / 
(W 1 + W2). In that case, the expression for 
the population mean ~ becomes the same as the 
above one for Y. and it may be denoted by 
Since kr 2 is unbiased for n 2, an estimator ~or 

this mean is 

n Yl + kr2 = 1 Y2r (9) 
o n I + kr 2 

_ i s  The expectation_ of ~c 
WIY 1 + W2Y 2 W I(I-WI)-WIW 2 _ 

E(~c) = W1 + W 2 - n(W1 + W2)2 (71-Y2) 
(lO) 

and i t s  average va r i ance  is  
W W 2 

V(~c ) = 1 2 TI+ 2 T. 2 ( l l )  
(WI+W 2) (WI+W 2) 

2.4 Neglible Value for the Mean of the Third 
Stratum 

If the value of the survey item is of an 
insignificant amount for all the units of the 
third stratum, they may not respond to the 
initial survey nor to the second attempt. For 
this situation, the population mean becomes 

= W Y + W~Y2, which is the lower bound of 
~" andli~s estimator is 

n + kr 2 . ,-- ~ = lYl Y2r 
(12) 

n 

This estimator is clearly unbiased for the 
above mean but is biased for ~ unless Y3 = 0 
and has average variance 

V(~] = W1T1 + W2T 2 (13) 

2.5 A Method of Extrapolation 

When responses to a survey arrive in success- 
ive waves, Hendricks (1949) suggests a method 
of extrapolation. The approach in this and 
the following Sections are analogous to this 
method. At the end of the initial survey, the 
response_rate is Xl= (nl/n) and the sample mean 
is z I = YI" At the end of the second attempt, 
the response rate is x 2 - (n I + r_2)/n and the 
sample mean is z 2 = (n I Yl + r2 Y2r)/(nl + r2)" 
Assume that the regression of z on x is linear, 
and let ~ and B denote the estimates of the 
intercept and slope coefficients of the re- 
gression line. If the response is I00 percent, 
that is x = I, the estimate of E(z) is (~+~). 
Estimating these parameters from the above ob- 
servations we find the projected estimator for 

to be 
2n l+r 2-n _ n - n I _ 

~hl = + Yl + . (14) n I + r 2 Y2r n I r 2 

The approximate expectation of this estimator 
is 

E(~hl ) = 2W1 + (W2/k)-I _ 1 - !~:1 Y2 
Wl+ (W2/k) Y1 + WI+ (Wv/k) 

W I (I-W1) -WIW2/k _ 

- n(W1 + W2/k) ~ (Y1 - Y2 ) (15) 

and i t s  average va r i ance  is  
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(2W 1 + W2/k - 1 t2 T 1 
V(~hl )  

1 - W 1 2 T2 

(WI+W2/k ) W2 " 
(16) 

2.6 A Second Type of Extrapolation 

The values of x I and z I are the same as in 
Section_ 2.5._However, x 2 = (nl+kr2)/n and z2= 

(nlY 1 + kr 2 Y2r)/(nl+kr2~. We note that (kr 2) 
is unbiased lot n 2 and ~2r is unbiased for Y2" 
Now, with the approach described in the above 
Section, we find the estimator for the popula- 
tion mean to be 

(kr2+2nl-n) Yl + (n-nl)Y2r 

h2 = n I + kr2 • (I 7) 

The expectation of this estimator is approxi- 
mately equal to 

E(~h2) = 2W 1 + W2-1 _ + 1-Wl _y 

W 1 + W 2 Y1 W1 + W2 2 

_ W 1 ( 1 - W  1 )  - W 1w 2 _ _ 

n(W 1 + W2)2 (Y1 - Y2 ) (18) 

and i t s  a v e r a g e  v a r i a n c e  i s  

,2W 1 + W2-1t2 T 1 

V(~h2) = ( ~11 + W2 r -~--1 + 

(W-"~)~ T2 
1. + W2 W2 . (19) 

3. Numerical Investigation 

The biases in the six estimators arise due to 
two reasons. First, the actual population mean 
may not be the anticipated one. For instance, 
with the optimistic assumption that Y2 = Y3, 
the population mean is ~o' and ~ may 
have a large bias if the mean is other than ~o" 
The second reason for the bias is that except 
for ~.o and ~o the sample size in the denomina- 
tor zs a ran~om variable, and the estimators 
are of the ratio type. The variances of the 
estimators arise of course due to the sampling 
at both the phases. 

To investigate the differences among the bi- 
ases, variances and MSE's of the six estimators, 
we have computed them for serveral combinations 
of the population sizes N., means ~., and var- 
iances (S~, S ) .  These  p o p u l a t i o n  v a l u e s  a r e  
chosen  to  r e p r e s e n t  p r a c t i c a l  s i t u a t i o n s .  We 
have a l s o  computed them f o r  d i f f e r e n t  v a l u e s  o f  
t h e  sample s i z e  n and t h e  s u b s a m p l i n g  f r a c t i o n  
( l / k ) .  C o n c l u s i o n s  o f  ou r  i n v e s t i g a t i o n  a r e  
p r e s e n t e d  in  t h e  f o l l o w i n g  S e c t i o n .  

4. Comparisons and Conclusions 

As expected, the Optimistic estimator ~ has 
O . smaller bias and MSE relative to the remaznzng 

estimators when the means of the second and 
third strata are equal. Similarly, 

~c has relatively smaller bias and MSE when the 
mean of the third stratum is a weighted average 
of the means of the first and second strata. 
'~le have also found that for either of the above 

^ ^ 

cases ~o, ~c and ~h2 have smaller biases and 
MSE's than the remaining three estimators. We 

^ 

note that ~o is based on the total sample size n, 

and ~c as well as ~h2 are based on the 
unbiased estimator (n I + kr 2) of n. Further,_ -~ 
for all these three estimators appropriate 
weights are given to the observa%zons from the 

n~ases of sampling. 
If the mean of the third strat~nn is neglig- 

ible, as expected ~ has smaller bias and MSE 
than the above three estimators. For this sit- 
uation, ~hl may also be preferred to them. 

The overall mean ~m has relatively larger 
bias and MSE than the rest of the estimators. 
We note that this estimator as well as ~hl are 
based on the actual observed number of responses 
and not on an estimate of the intial sample size 
n. 

All the estimators are almost unbiased when 
the anticipated situations are met, even when 
the sampling fraction (n/N) is small, say 5%. 
If the expected conditions are not met, the 
estimators of course are biased. For instance, 
~c will have negligible amount of bias when the 
means of the second and third strata are equal; 
otherwise it will have some amount of bias. 

The variances of all these estimators are 
very small relative to their ~iases, even when 
the sampling fraction (n/N) is small. As a 
result, the MSE's of these estimators are not 
much larger than their squared biases. 

As indicated earlier, increasing the sample 
size n has a negligible effect on the biases of 
the estimators. The variances of the estimators 
decrease as n increases, as expected. However, 
the relative merits of the estimators remain 
almost the same for large or small values of n. 

Increasing or decreasing the subsampling 
fraction (I/k) has an effect on the biases of 
only ~, and uhl but not of the remaining esti- 
matorsX~ ~ The Uiases of these two estimators de- 
crease as (I/k) increases. As mentioned earlier 
the remaining four estimators are based on n or 
its unbiased estimator. The variances of all 
the estimators of course decrease with increas- 
ing subsampling fraction. However, the relative 
biases and MSE's remain nearly the same whether 
k is large or small. 
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