IMPROVING STABILITY OF ANNUAL STATE WATERFOWL HARVEST ESTIMATES IN
HIGHLY-SKEWED DATA

Lois M. Mover and Paul H. Geissler,

ABSTRACT

Questionnaires returned by waterfowl hunters
to the Waterfow!l Harvest Survey Section of the
U, §. Fish and Wildlife Service sporadically
contain records of extremely large harvests of
ducks. Such reperts can result in a state
estimate for one vear that is much larger than
the estimates for other vears. We approached
the problem of unstable annual state estimates
by Winserizing the extreme reports of duck
harvest and then adjusting the estimates to
remove the bias resulting from the
Winsorization. & simulation was conducted to
find the method that best stabilizes the
estimatec as measured by the mean squared
error. A computer program for calculating the
estimators was developed and tested.

BACKGROUND

The U. §. Fish and Wildlife Service’s
Waterfow! Hunter Questionnaire Survey is an
annual survey of waterfow!l hunters that
estimates the numbers of waterfowl harvested
within states, flyways, and the nation
{Department of the Interior 197%).
Questionnaires are sent to approximateiy 100,000
potential hunters each vear. On the average,
about 70,000 questionnaires are returned.
Huntere are contacted personally to verify
figures they submitted if an unusually large
harvest is reported. Harvest is estimated with
a ratioc estimate [<{mean harvest per
hunter)*{number of duck stampe sold)l.
Impozsibly large harvests are deleted from the
files and appropriate correcticns are made as a
result of the hunter contacts. After
preliminary screening, however, there still
remain some reports of large duck harvests that
are apparently correct but that alsc may have a
large effect on the sample mean and consequently
on the estimated harvest.

IDENTIFICATION OF LARGE HARVEST VALUES

The first step in stakilizing state harvest
estimates ic to identify the extreme values.

The reported harvests are non-negative and
usually small (Figures 1 and 2), with extreme
values cccurring only in the upper tail. The
mode cccure at the minimum harvest of zero
ducks., The extreme values in the upper tail
appear to be accurate and a part of the
underlying distribution. Rejection or
Winsorization of values from the upper tail will
result in a negative bias in the harvest
estimates. However, these large values may have
a great effect on the stability of the harvest
ectimates and should be investigated.

In this situation, we do not view the extreme
yalues as outliers or discordant observations
because we believe they are true values and part
of the distribution. However, we use an ocutlier
identification method to locate the ohcervations
that destabilize the harvest estimates. Instead
of viewing theze procedures as testing to see
whether an extreme observation comes from the
distribution, we view the test as simply
identifving possible destabilizing
observations. The significance level controls
the number of extreme cbeervations identified.

We require an cutlier identification
procedure that identifies multiple cutliers in
the upper tail of a gamma-like distribution and
that is computationally feacible with fairlyr
large sample sizes fup to 3000 per state).
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In a review of outlier detection procedures,
Barnett and Lewis (1978) cuqgested several
methods that are suitable for multiple upper
outliers in a gamma distribution.
Unfortunately, most of the procedurec are
appropriate only for small or moderate sample
sizes, Because our data look likKe a gamma
distribution, we used a square root
transformation on the chservations and then
applied an outlier detection procedure for a
normal sample with unKnown mean and variance
(Barnett and Lewis 1978},

The generalized extreme studentized deviate
(ESD) procedure for multiple outliers {Rosner
1973, 1983) was celected for identification of
extreme obeervations. The ESD procedure is
based on the extreme studentized deviates
Ri' i=1,2,...,k that are computed from the

successively reduced sampiez of size n,
n~1yee. n-K+l, respectively. If the data are
ordered such that x,;, » x.;,y,) then

\
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We declare X; to be an extreme value if
R, > X\ where % is a calculated

percentage point for {n-i+l) cbservations for
the ESD procedure (Rosner 1983). Approximate
percentage points are provided for up to 10
cutliers and a maximum sample size of 500, For
vatues of n greater than 900, the normal
distribution can be used to cbtain approximate
percentiles, with

A= Lzptn-i-DI/Ln-i-zez D=2 o
where i=0,1,...,K-1, p=1-fa/{n-i21, x ic the
probability of a2 Tvpe 1 error, and z, is the

Dtﬁ percentile of a normal distribution.

This pracedure is appropriate for normally
distributed data and is an improvement over
Rasner“s earlier ESD procedure, The procedure
controls the Twpe I error under both the
hvpothecics of no outliere and the alterpative
hvpothesis of 1.2,....,Kk-1 outliers.

The ESD procedure appears to perform better
than other procedures when cutliers are all on
the came side of the mean; furthermore, it ic
computationally simple {Rosner 1973). Simonoff
{1982) notes that the sequential ESD technigues
are preferable over other methods such as Johns’
adaptive estimator because the ESD procedure is
consistently effective for both large and =mal}
data sets. He demonstrates that the ESD
technique is the preferred method over robust
estimators for asvmmetric cutliers.

Rosner“s ESD test statistics for the ESD
procedures are not prone to the effect of
masking, which is the inability of & testing
procedure to identify a single outlier in the
presence of several suspected values. Also, his
procedure requires only the Knowledge of K, the
max imum number of outliers present {(BecKkman and
Cook 1983). Rosner (1973) asserts that the
greatest increase in overall power occcurs when
the outliers are on the same side of the mean
{as in our data) and are approximatelvy of the
same magnitude. Thic is alsoc the situation
where the masKing problem is most serious,



WINSORIZATION

After identifyving the extreme observations,
we wanted to reduce the effect of these values
and stabilize the waterfowl harvest ectimates.
Early accommodation procedures included &
suggestion by Riders (1933} that an observation
which differs widely from the rest should be
retained but assigned a =maller weight or be
reptaced with a value clozer to the mean. A
robust estimator of the mean can be obtained by
Winsorizing, or replacing the extreme
observations with the nearecst retained neighbors
and taking an unweighted average from the
modified sample. Dixon <1940) showed the
efficiency of Winsorized estimators. Tukey
{19403 favored Winzorized means on the grounds
that long-tailed distributions are more common
than short. We used a form of Winscrization
calied semi-Winsorization or the S-rule (Guttman
and Smith 19492,

If Ry=txy ;y-%;2%s; > » and Ryjyq <&

for 1 % i < K, we replace
KeqyveeeaXe jy With X 4he 4.

In other words, we replace any observation
greater than Xithe with that

yalue rather than its nearecst neighbor. The
eztimates are then baced on the modified sample.

BIAS ADJUSTMENT

Winsorizing extreme values from the upper
tail but not from the lower tail of the
distribution biasec the estimated annual state
harvests to be too low, Maticonal ectimates are
not as ceriously affected by the extreme
values, Therefore, we adjusted Winsorized state
ectimates by a proportion sc that they sum to
the un-Winsorized national estimate as in:

A=W

i CEUG/EW D (2

d
where ﬁi ic the adjuzted eztimate for state i,

UJ ic the un-Winsorized =tate ectimate over all

states and NJ ic the Winsorized state estimate

over all states. Thic adjucstment takec the
extreme harvest peake that were removed by
Winsorization and redistributes the peak harvest
among the states, raicing the lower values and
decreacing the extreme values,

SIMULATION STUDY

A simulation was performed to compare three
methaods for estimating state harvests., These
were the unadjucted estimates, the semi-
Winsorized estimates and the cemi-Winsorized
ectimates with a biazs adjustment. From these
three methods, we determined which method best
stabilizes the estimates ac measured by the mean
squared error (MSE).

Fifty ctates in the nation were classified
into 19 high success states and 33 low success
states. Two empirical frequency distributions
were constructed to reprecent these high and low
success states using Waterfowl Harvest Survey
data for the vears 1978 through 1980, For each
simutated yvear, a sample of 100 hunters was
selected from the empirical distribution for
each of the high success statec and a cample of
50 hunters waz celected for each of the low
success states., Each year we obtained
unadjucsted estimates, cemi-Winsorized estimates
and bias-adjusted cemi-Winsorized estimates.
Becauce we only wanted to Winsorize the most
extreme values in the tail, we zet o = 0,001,
Mean biases and mean squared errors were
calculated separately for high and low zuccess
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ctates each year. Bias and MSE estimates were
standardized by dividing by the true value and
the true value squared, respectively., One
hundred simulated vears constitute the
independent replicates. Estimates of the mean
bias and mean squared error and their standard
errors were calculated from the annual means,

Because many extreme values were already
removed before the data were Keyvpunched, we alsc
contaminated some of the samples with the most
extreme observations in the twa true
distributions. MWe substituted the largest true
value for one other value in one high and one
low succecss state each vear (replicate).

SIMULATION RESULTS AMD DISCUSSION

iJe found that our procedure only minimally
reduced the MSE in the uncontaminated data
{P>0.05, Table {). With these data, extreme
valuegs do not occur frequently encugh to be
detected in our simulation. On the cther hand,
use of our procedure when it is not needed, does
not increase the MSE.

As expected, Winsorization does recult
negative bias. The unadjusted estimatec had the
emallest hias, the bias-adjusted Winsorized
values were next, and the Winsorized values had
the largest bias, The adjustment removes the
bias for all ctates combined <P20.032; however,
the high successz states had z positive bias
whereas the low success states had a negative
bias ¢P<{0.01), This bias of about 1¥ is not
considered to be serious, It occurs because
proportionally more harvest is removed by
Wincsorization in the low success states as
compared to the high succecss states.

The contamination assured that some extreme
values occured in each replication., Both the
Winsorized and adjusted Winscrized ectimates in
the contaminated data reduced the MSE (P{0.01>
but no difference could bhe found between these
procedures (P>0.03, Duncan’s multiple range
test). In the contaminated samples, as in the
uncontaminated camples, the bias adjustment
corrected any significant bias resulting from
the semi-Winscrization.

In conclusion, cur methods to stabilize the
annual waterfowl state harvest ectimates appear
to decrease the MSE whenever there are extreme
values in the data, and do not increase it when
extreme values are not present. The adjusted
Winsorized ectimates are recommended because
they reduce the bias that is introduced by the
Wineorization, The procedure does not introduce
any serious bias into the estimatec.

in a

The authors would tike to thank Chricstine M.
Bunck and Dr. B. Kenneth Willtiams for their
review of various drafte of the paper and many
helpful suggesticons.

REFERENCES

BECKMAN, R.J. and R.D. Cook (1983},
"Ovutlier.....s," Technometrics, 25,
119-149,

BARMETT, Y. and T. Lewis {(1978), CQutliers in
Statistical Data, John Wiley and Sons.

DIXON, W. J. 219402, "Simplified Ectimation
from Censored Normal Samples," Annals of
of Mathematical Statistics, 31, 3R3-391.

GUTTMAN, 1. and D.E. Smith {194%),
"Investigation of Rules for Dealing with
Quttiers in Small Samples from the Normal
Distribution. 1: Estimator of the Mean,"
Technometrics, 11, S27-550.

HUBER, P.J. (1972), "Robust Statistice: A
Review {The 1972 Wald Lecture,"” Annals
of Mathematical Statictices, 43, 1041-1047.



RIDER, P.R. (1933), "Criteria for Rejection of Outliers Techniques When Estimating a
Observations,” Washington University Location Parameter," Proceedings of the

Studies——New Series, Science and SAS Users Group International Conference,
Technoleqy, 8, 3-23. 278-281.

ROSNER, B. (1975), "On the Detection of Many TUKEY, J.W. (19402, "A Survey of Sampling
Qutliers,” Technometrics, 17, 221-227. from Contaminated Distributions,"”

. in OTKin €19403.
ROSNER, B. (1983), "Percentage Points for a

Generalized ESD Many-Outlier Procedure,” UNITED STATES DEPARTMENT OF THE INTERIOR (1982),
Technometrics, 25, 143-172, Fich and Wildlife Special Scientific
) Report, Wildlife No, 244, Waterfowl Status
SIMONOFF, J.S. ¢1982), "A Comparison of Report 1979, Washington, D. C.

Robust Methods and Detection of

TABLE 1

RELATIVE MSE AND BIAS ESTIMATES FOR
WATERFOWL HARVEST SURVEY

UNCONTAMINATED SURVEY DATA
HIGH/LOW METHOD MEAN BIAS MEAN MSE SE BIAS SE MSE

H NONE .0082 .B266 .8039 .0811
H WIN .0816 .D304 .BB39 .B011
H ADJ .8137 .8263 .8039 .0011
L NONE .0B44 .B815 .0B47 .8021
L WIN -.0264 .B778 .0B46 .0020
L ADJ -.8147 .B784 .B047 .0020
COMBINED NONE .BB63 .B541 .8831 .8023
COMBINED WIN ~-.B124 .8537 .0032 .0820
COMBINED ADJ -.0905 .8523 .B932 .BB22
CONTAMINATED SURVEY DATA
H NONE .B278 .B332 .0049 .8014
H WIN .0181 .8329 .0040 .0011
H ADJ .B340 .B301 .0841 .B812
L NONE .8283 .1836 .0048 .0827
L WIN -.B162 .0820 .8049 .8023
L ADJ .8071 .p857 .BB58 .pB25
COMBINED NONE .p281 .p684 .B832 .929
COMBINED WIN ~.0031 .B575 .0833 .8822
COMBINED ADJ .B285 .B579 .pB34 .0024
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FIGURE 1

EMPIRICAL PDF FOR WATERFOWL HARVEST SURVEY
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FIGURE 2

EMPIRICAL PDF FOR WATERFOWL HARVEST SURVEY
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