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ABSTRACT 

Sampling strategies are determined to maximize 
(or minimize) the expected number of overlaps 
between two successive samples using the linear 
programming approach. The abi l i t ies to control 
overlaps between two successive samples are com- 
pared for five methods of sampling with two units 
selected, in terms of the maximum (or minimum) 
expected number of overlaps achieved. Six di f -  
ferent types of a r t i f i c ia l  populations are con- 
sidered to support the empirical study and to 
i l lustrate the differences among the five 
sampling procedures. 

INTRODUCTION 

In the past, various sample select ion methods 
with unequal p robab i l i t i e s  without replacement 
(UP wor sampling methods) were proposed when 
sampling n units from a stratum of N un i ts .  UP 
wor sampling methods such as Murthy's (1957) 
method w i l l  determine the select ion p robab i l i t i e s  
of get t ing any sample of size n from a stratum 
when "measures of stratum uni t  s ize" are known 
fo r  a pa r t i cu l a r  occasion. This means that an UP 
wor sampling method w i l l  induce a d iscrete prob- 
a b i l i t y  density function on the sample space ~, 
the set of all possible samples of size n from 
the given stratum, based on given measures of 
stratum unit size. 

Suppose samples of size n are to be drawn in 
two different sampling occasions using a par- 
t icular UP wor sampling method, and that the same 
units are in a given stratum on the two occa- 
sions. The change of time as well as other time- 
associated factors over the two occasions may 
change the original measures of stratum unit size 
and these changes in measures of stratum unit 
size w i l l ,  in turn, change the selection probabi- 
l i t ies  of the UP wor sampling method. 

In this art icle, we consider the use of an UP 
wor sampling method, denoted by A, for two samp- 
ling occasions. We wil l  use the term "component" 
to represent actions taken on one of the two 
occasions but not both. We wil l  alsQ use the 
term "population" to replace "stratum" since a 
stratum wil l  act like a single population under 
the cases that we studied. 

Hence we let 

U = {1, . . . .  N} represent the N population 
units, 

/N\ 
\ . /  samples of size n from U , 

and 

= {sl . . . . .  s. } be the M possible 
samples of ~ize n from U. 

On the f i r s t  sampling occasion, A induces a 
component p robab i l i t y  density ~A character ized by 
the M numbers Pl, . . . .  PM with 

M 
~i=1 Pi = 1 and Pi -) 0 for  a l l  i ,  

where for each sample s i ~ ~, 

~A(Si ) = Pi = the p robab i l i t y  of se lect ing 
sample s i on the f i r s t  occasion when 
method A is used. 

S im i l a r l y ,  on the second sampling occasion; A 
induces a component p robab i l i t y  density UA char- 
acter ized by ql . . . . .  qM with 

=1 qi = 1 and qi ) 0 for all i ,  

where for each sample s i ~ ~, 

~A (s i )  = qi = the p robab i l i t y  of se lect ing 
sample s i on the second occasion when 
method A is used. 

Note that  the funct ions ~A and ~A are uniquely 
determined by Method A based on the corresponding 
measures of uni t  size on the two occasions. 

De f i n i t i on  I .  A successive sampling proce- 
dure P of A is a j o i n t  p robab i l i t y  density func- 
t ion  defined on the sample space of a l l  ordered 
pairs 

~2 = ~ x ~ = {(s i ,  s j ) "  s i ,  sj ~ ~} 

such that P(s i ,  s j )  represents the j o i n t  prob- 
a b i l i t y  density funct ion of select ing s i on the 
f i r s t  occasion and sj on the second occasion, and 

~A(Si) = Pi = zjM=I P(si, sj) (1) 

~A(Sj ) : qJ : ~i M=I P(si, sj) (2) 

Relationships (1) and (2) state that a suc- 
cessive sampling procedure P of A marginally 
agrees with the two component probability density 
functions ~A and ~A" One special case of a suc- 
cessive sampling procedure P of Method A is that 
P is equal to the product of ~A and ~A where 

P(s i ,  s j )  = ~A(Si) x ~A(Sj) for  a l l  i ,  j .  

This occurs when the sampler chooses to draw a 
"fresh sample" on the second occasion which is 
independent of the o r ig ina l  sample. 
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To invest igate the expected number of retained 
or ig ina l  sample units using a successive sampling 
procedure P of method A, we define a function X 
on ~2 such that 

X(s i ,  s j )  = the number of population units 
in s i d~ sj . 

For each pair of samples (s i ,  s j )  observed on the 
two occasions, X measures the number of o r i g i -  
na l ly  selected units in s i that are retained in 
the second occasion sample s j .  The expected 
value of X under P is 

EpX = ! X(s i ,  s j ) P ( s  i ,  s j )  (3) 
(s i sj ) 

which measures the expected number of retained 
f i r s t  occasion sample un i ts .  
For n = 2, th is  reduces to 

EpX i Z P(si,sj) + =Z 2P(s i, sj) (4) 
X:1} {X 2} 

For n=l, i t  fu r ther  reduces to 

EpX = ziNI_ P(s i ,  s i )  (5) 

where P(s i ,  s i )  is the p robab i l i t y  of select ing 
the i th sample on the f i r s t  occasion and on the 
second occasion. 

I t  is often desirable that the expected value 
of X be maximized (or minimized) when sampling on 
two occasions. Keyf i tz  (1951) and Des Raj (1956) 
considered the problem of maximizing (5) when 
n = I on both occasions. Fel legi  (1966) con- 
sidered the problem of maximizing (4) when n=2 
and using Fe l l eg i ' s  (1963) sampling method. 
Causey, Cox, and Ernst (1983) considered the more 
general problem of maximizing (or minimizing) 
(3) for n ~ N. The need for  maximizing (or mini- 
mizing) the expected number of overlaps helps to 
establ ish the fo l lowing select ion c r i t e r i on  among 
possible UP wor sample select ion methods. 

Let ~-A be the family of a l l  successive 
sampling procedures of Method A sa t i s fy ing  
Def in i t i on  I .  For a given A, the select ion cri  
terion is to select a P* in-P-A or a P° in P-A such 
that 

a. Ep,X = max {EpX • P~P } when i t  is 
desirable to ~-~ximize the 
expected number of retained f i r s t  
occasion sample units, or 

b. EpoX = min {EpX : P ~ }  when there is a 
need to minimize the expected 
number of retained f i r s t  occasion 
sample un i ts .  

Definition 2. A successive sampling procedure 
P of A is called an optimal successive sampling 
procedure of A i f  P satisfies either condition a 
or b above. 

Lemma- For each UP wor method, A, there exist 
p* a and a po of P-A such that 

a. Ep*X = max {EpX : P ~ }  
maximum expected number of 
overlaps when method A is being 
employed, and 

b. EpoX = min {EpX • P~.~A} 
= minimum expected number of 

overlaps when method A is being 
employed. 

Proof of the Lemma is stra ight forward due to 
the fact that the set {EpX • P~_P.A} is a compact 
subset of R z for any A. T'his is true because 
( i )  ~ is non-empty, (i i )  P_.A can be considered as 
a compact subset of R t where t = M 2, and ( i i i )  
the functions described in a and b above are 
real-valued, continuous functions on R t .  

The lemma states that each UP wor method, A, 
uniquely determines a maximum value of the 
expected number of overlaps, and a minimum value 
of the expected number of overlaps under A. Each 
of the two optimal values is at ta inable by some 
optimal successive sampling procedure of A. The 
two optimal values of an UP wor method re f lec t  
i t s  a b i l i t i e s  to maximize (or minimize) the 
expected number of retained f i r s t  occasion sample 
un i ts .  

THE EMPIRICAL STUDY 

The object ive of th is  study is to compare UP 
wor methods in terms of the i r  a b i l i t y  to maximize 
(or minimize) the expected number of overlaps 
when sampling two units on each of the two occa- 
sions. 

We invest igated f ive  UP wor methods in com- 
binat ion with six a r t i f i c i a l  test  populations. 
The six test  populations are given in Table I 
where each population is described by the change 
in measures of uni t  size over the two occasions. 
Population I has four units and was taken from 
Keyf i tz  (1951). Populations 2 -  5 have six units 
each and were taken from Fel legi (1966). Popula- 
t ion 6 is the case where re la t i ve  measures of 
size were not changed in the two occasions. 

Table 1. Measures of Unit Sizes for the Five A r t i f i c i a l  Test Populations - 
Sampling on Two Occasions 

Unit Relative Measure of Size 
Sampling 

Population Occasion U 1 U 2 U 3 U 4 U 5 U 6 

f i r s t  0 .07281 0.32310 0.29267 0.31142 
second 0.08202 0.33509 0.27980 0.30309 

2 b f i r s t  .10 .14 .17 .18 .19 .22 
second .22 .19 .18 .17 .14 .10 

3 b f i r s t  . I0 .14 .17 .18 .19 .22 
second .14 . I0 .18 .17 .22 .19 

4 b f i r s t  . I0 .14 .17 .18 .19 .22 
second . I0 .14 .17 .19 .18 .22 

5 b f i  rst .10 .14 .17 .18 .19 .22 
second .0820 .1148 .1393 .1475 .1557 .3607 

6 f i r s t  .10 .14 .17 .18 .19 .22 
second .I0 .14 .17 .18 .19 .22 

aTaken from Keyfitz (1951). 
bTaken from Fellegi (1966). 

For each given method A of UP wor and a given 
test  populat ion, FORTRAN programs were developed 
to compute the maximum and the minimum expected 
number of overlaps at ta inable under A. The 
fo l lowing steps were taken to achieve th is  goal: 

219 



STEP I 
For n = 2, the f i r s t  step is to determine 

~A based on the original measures of size and to 
determine v a based on the measures of size for 
the second 6tcasion. Without loss of generality, 
we describe the computations of ~A using relat ive 
measures of size Z 1 . . . . .  Z N on the f i r s t  occa- 
sion and the method A. The computation algo- 
rithms for v A is the same as ~A u except that the 
relat ive measures of size wil sually change on 
the second occasion. 

To determine ~A' we need to determine the 
selection probabi l i t ies of each sample s = { i ,  j }  
with i ~ j and i ,  j = 1 . . . . .  N, that is, the 
probabi l i ty of s being selected under the selec- 
t ion rule of method A: 

Method 1 
I f  A is the Murthy's (1957) method, compute 

~A(S) = ~A ( { i ,  j } )  = 

for all samples { i ,  j }  . 

Z i Z j ( 2 - Z i - Z  j )  

(1-Zi)(1-Z j )  

Method 2 
I f  A is the Brewer's (1963) method, compute 

~A(S) : ~A ( { i ,  j } )  = 
2ZiZj(1-Zi-Z j )  

D . (1-2Zi)( I -2Zj)  

for each sample s = { i ,  j }  where 

N o = Zi=1 
Zi (1-Z i ) 

1-2Z i 

Method 3 
I f  A is the Lahir i 's  (1951) method, compute 

~A(S) : ~A( { i , j } )  : (Z i + Zj)/(N-1) 

for each sample s = { i ,  j }  . 

Method 4 
I f  A is the Fel legi 's (1966) method, compute 

 a(S) = . a ( { i , j } )  = 2Zi - b i  

where 

N 
( i )  ~. ~A( { i , j } )  : Z i 

j= l  
j~i  

N 
( i i )  Z ~A({i,J} ) = Zj and 

i=1 
i~ j  

N 
(i i i )  Z bi = 1, and b i > O; i = 1 . . . . .  N. 

i=1 

N Brewer (1967) showed that {b i 
determined i f  max {Zi} < 1/~. }i=1 

is uniquely 

i 

A successive approximation algorithm suggested 
in Fellegi (1966) was used to compute b 1, . . . ,  
b N. A bound for testing convergence to each 

~ . was set at 0 000001 so that 
Ib i (m)  _ bi (m-1) I < 0~000001 for  a l l  

I : 1, , N were b i (m) is the approximated 
value of b i a f t e r  the mth i t e r a t i o n .  

Method 5 
I f  A is the Rao-Hartley-Cochran (1962) method, 
compute 

4 

,A(S) : ,A({i.j}): 

I ZiZ j i f  N is even 

i ziz j 
• i f  N i s  odd 

where the summation is over all possible 
subgroups gl and g2 such that 

( i )  g l ' J  g'2 = {1, . . . ,  N}, glC~ g2 = @, and 

( i i )  i Cgl, J~g2 or i Cg 2, J~gl" 

When N is even, each group has N/2 units. 
When N is odd, gl (group 1) has (N+1)/2 units 
and g2 (group 2) has (N-1)/2 units. Also, 

Zg I = Z Zi and 
i ¢gl 

zg2: Z zi. 
i cg 2 

Thus for each method A, ~A determines 
{Pl . . . . .  PM}, the selection probabi~lities of all 
possible samples of size n = 2 on the f i r s t  occa- 
sion, where 

~,A(Si) = Pi; i = I . . . . .  M. 

Similarly, we can determine v A based on the 
given relat ive measures of size on the second 
sampling occasion. The selection probabi l i t ies 
of all possible samples of size n = 2 are 
ql . . . .  , qM, where 

VA(Si) = qi; i = 1, . . . .  M. 

STEP I I 
' A f t e r  ~A and v A are calculated, the next step 

*~P..̂  P°~P_P A which wi l l  is to select a P and a 
attain the two optima'T~values • 

Ep*X = max {EpX • P~P_~A } and (2) 

EpoX = min {EpX • P~--A} (3) 
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subject to the constraints on P¢-~A which are 
given in Def in i t ion 1. 

Thus, the optimization problem is presented as 
a simple l inear programming problem with the 
objective function (2) or (3), and the con- 
s t ra ints  are given in Def in i t ion I .  A FORTRAN 
coded transportat ion subroutine obtained from 

• p *  B Holcomb (1983) was employed to compute and 
P° The subroutine was o r ig ina l l y  designed to 
soive transportat ion problems based on the algo- 
rithms given by H i l l i e r  and Lieberman (1980), and 
i t  has been converted to f i t  the needs of our 
empirical study. F ina l ly ,  values of Ep*X and 
EpoX are obtained for each method and each given 
population. 

A simple l inear programming approach to this 
type of optimization problem was discussed in 
Des Raj (1956), and Wright and Tsao (1984) for 
n = I ,  and in Causey, Cox, and Ernst (1983) for 
n ~ I .  The previous work did not consider the 
changes in the a b i l i t y  of optimizing expected 
number of overlaps when d i f ferent  component UP 
wor sample selection methods are used. 

For each test population and for each sample 
selection method, the algorithms for computing 
~A and ~A and the developed FORTRAN programs 
allowed us to compute the desired optimal values. 
Table 2 l i s t s  the computation results for 
max {EpX" PcP_.A} and min {EpX" P~__A} under d i f -  

ferent method-population combinations. 

Table 2. Comparisons of theFive UP wor Sample Selection Methods 
Based on the Maximum (Minimum) Expected Number of Overlaps Attained 

UP wor method Populations tested a 
used on both 
occasions I 2 3 4 5 6 

Murthy's Method 1.9654 1 .6786  1 . 8 5 6 8  1 . 9 8 2 9  1.7983 2.0 
(0.6388) (0.0) (0.0) (0.0) (0.0521) (0.0) 

Brewer's Method 1.9550 1.6400 1.8398 1 . 9 8 0 1  1.7188 2.0 
(0.6901) (0.0) (0.0) (0.0) (0.1612) (0.0) 

Lahir i 's  Method 1.9850 1.8560 1.9360 1 . 9 9 2 0  1.8875 2.0 
(0.2301) (0.0) (0.0) (0.0) (0.0) (0.0) 

Fel legi 's Method 1 .9551  1.6378 1 . 8 4 0 0  1 . 9 7 9 9  1.7188 2.0 
(0.6901) (0.0) (0.0) (0.0) (0.1614) (0.0) 

Rao-Hartley- 1.9699 1 .7062  1 . 8 6 7 8  1 . 9 8 4 8  1.8290 2.0 
Cochran's Method (0.5967) (0.0) (0.0) (0.0) (0.0028) (0.0) 

apopulations tested are described in Table 1. 

Our empirical study showed consistent results 
over the six d i f ferent  populations for al l  f ive 
sampling methods that we studied. Observe that 
the Lah i r i ' s  method performed best, Rao-Hartley- 
Cochran method ranked second, and Murthy's method 
ranked th i rd .  Brewer's and Fel leg i 's  methods 
have negl igible differences among them, and they 
were ranked last as a group. A method that is 
best for maximizing the overlaps is also the best 
for minimizing overlaps regardless of our choice 
of population in the experiments we conducted• 

The study is preliminary and is at an explora- 
tory stage. Much more computation results can be 
generated for other possible si tuat ions to expand 
the current level of work, and to gain more back- 
ground knowledge on how the a b i l i t y  of a com- 
ponent sample selection method can optimize the 

number of expected overlaps when successive 
sampling is required. 

Brewer and Hanif (1983) l is ted 50 sample 
selection methods. One c lass i f ica t ion cr i te r ion 
they used is "c lass i f ica t ion by equivalence 
class," where two methods are considered to be in 
the same equivalence class whenever they have the 
same selection probabi l i t ies  on al l  possible 
samples. For a fixed sample of size n, methods 
that fa l l  into the same equivalence class w i l l  
have the same maximum (or minimum) number of 
expected overlaps. Methods in d i f ferent  equiva- 
lence classes can be compared with d i f ferent  
types of test populations and evaluated for the i r  
a b i l i t y  to optimize the expected number of 
overlaps when sampling on two occasions. 

REFERENCES 

Brewer, K R• W~ (1963) "A Method of Systematic 
Sampling wi~.. Unequa~ Probabilities 
Australian Journal of S ta t i s t i cs ,  5- 5-13. 

Brewer, K. R. W. (1967), "A Note on Fel leg i 's  
Method of Sampling Without Replacement with 
Probabi l i ty Proportional to Size," Journal 
of the American Sta t is t i ca l  Association, 62: 
79-85. 

Brewer, K• R• W. and Hanif, M. (1983), Lecture 
Notes in Stat is t ics"  Samplin 9 with Unequal 
Probabi l i t ies,  Springer-Verlag, New York. 

Causey, B. D., Cox, L. H., and Ernst, L. R. 
(1983), "Applications of Transportation 
Theory to S ta t is t i ca l  Problems," Proceedings 
of the American Sta t is t i ca l  Association, 
Section on Survey Research Methods, 
pp. 112-117. 

Fel legi ,  I .  (1963), "Sampling with Varying Prob- 
ab i l i t i e s  Without Replacement: Rotating and 
Non-Rotating Samples," Journal of the American 
Sta t is t i ca l  Association, 58: 183-201. 

Fel legi ,  I .  (1966), "Changing the Probabi l i t ies 
of Selection When.Two Units are Selected with 
PPS Without Replacement," American Sta t is t ica l  
Association, Proceedings of Social Stat is t ics  
Section, pp. 434-442. 

H i l l i e r ,  F. S. and Lieberman, G. J. (1980), 
Introduction to Operations Research, Holden 
Day, Inc.,  San Francisco. 

Holcomb, B. D. (1983), "Transportation Algo- 
r i thm," Computing Technology Center, Oak Ridge 
National Laboratory, Oak Ridge, Tennessee. 

Keyf i tz,  N. (1951), "Sampling with Probabi l i t ies 
Proportional to Size: Adjustment for Changes 
in the Probab i l i t ies , "  Journal of the American 
Sta t is t i ca l  Association, 46:104-109 

Lahi r i ,  D• (1951), "A Method of Sample Selection 
Providing Unbiased Ratio Estimates, '~ In ter-  
national S ta t is t i ca l  Ins t i tu te  Bul le t in ,  33 
(Part 2): 133-140. 

221 



Murthy, M. N. (1957), "Ordered and Unordered 
Estimators in Sampling Without Replacement," 
Sankhy~, 18- 379-390. 

, 

Raj, D. (1956), "On the Method of the Overlapping 
Maps in Sample Surveys," S ankhy~, 17 (No. I)" 
89-98. 

Rao, J. N. K., Hartley, H. 0., and Cochran, W. G. 
(1962), "On a Simple Procedure of Unequal 

Probabi l i ty Sampling Without Replacement," 
Journal of Royal Stat is t ica l  Society, 
Series B24: 482-491. 

Wright, T. and Tsao, H. (1984), "On an Optimal 
Solution for Maximizing the Probabi l i ty of 
Retention in PPS Sampling," Journal of 
Linear Algebra and Its Applications (to 
appeari. 

222 


