
THE QUALITY OF SURVEY DATA 

Barbara A. Ba i la r ,  U.S. Bureau of the Census 

I .  In t roduct ion 
Qual i ty is an " in"  th ing these days. Manu- 

factur ing companies are put t ing qua l i t y  assurance 
systems in place that  emphasize "doing i t  r igh t  
the f i r s t  t ime."  Claims are made that an increase 
in qua l i t y  goes hand in hand with an increase in 
p roduc t i v i t y  and a decrease in cost. This seems 
coun te r - i n tu i t i ve  to many, but the manufacturing 
companies that are fo l lowing the ideas of Deming, 
Juran, and Crosby say that th is  is t rue.  Can we 
apply some of these same kinds of techniques to 
improve the qua l i t y  of survey data? 

This leads to an in te res t ing  question. What 
do we mean by qual i ty? How do we measure i t?  
What means do we use to say that  one survey or 
census is bet ter  than another? Quali ty is d i f f i -  
cu l t  to def ine, but what is immediately apparent 
is that qua l i t y  is mul t i -d imensional ,  is perceiv- 
ed in d i f f e ren t  ways, and is in t imate ly  l inked to 
the way the end product is to be used. The 
qua l i t y  of survey data is also b u i l t  in (or 
destroyed) at various in te r lock ing  steps in the 
production of the data. Just as one can v isua l ize 
the assembly-line production of manufactured 
goods, so can one v isual ize the assembly-l ine 
production of survey data. We might think of i t  
in terms of the d iscrete stages of design, co l -  
l ec t ion ,  processing, and i n te rp re ta t i on .  Poor 
qua l i t y  at any of these stages is carr ied through 
to the f ina l  data product. 

The concept of s t a t i s t i c a l  con t ro l ,  as d is-  
cussed by Shewhart and and others implies that a 
process is reproducible, that  the measurements 
resu l t ing from a process are the product of an 
i d e n t i f i a b l e  s t a t i s t i c a l  universe, and that there 
is standardizat ion of the process when carr ied out 
by d i f f e ren t  people and in d i f f e ren t  places. To 
be able to detect whether a process is in s t a t i s -  
t i c a l  cont ro l ,  one must be able to i den t i f y  
cer ta in qua l i t y  charac te r is t i cs  of that process. 
I I .  Qual i ty  Character is t ics  

One way to arr ive at a set of qua l i t y  charac- 
t e r i s t i c s  is to imagine what we would l i ke  to 
have happen in an ideal s i t ua t i on .  I f  one d idn ' t  
need to worry about cost and time res t ra in t s ,  
what are desirable survey charac ter is t ics? Al l  
things considered, one would opt for the fo l low-  
ing: 

Frame that covers the complete universe with 
no ambiguity. 

Probab i l i t y  sampling. 
Conceptual c l a r i t y .  
Operational de f i n i t i ons  that f i t  concepts. 
Sample design per fec t l y  executed. 
Most knowledgeable respondents always report .  
Respondents report accurately and completely. 
Data are recorded accurately.  
Data coded accurately.  
Data weighted accurately.  
Data reported not replaced in processing. 
Sampling variances computed accurately.  
Sampling variances small. 
Ve r i f i ca t i on  of interviews shows l i t t l e  or 

no inconsistency. 
Tabulated resul ts  show consistency with 

other data. 
Inferences based on data are supported by 

measures of uncertainty in data. 
There never has been a survey, nor w i l l  there 

ever be one for which there are no compromises. 
Rarely do we ever have a universe l i s t i n g  for  
which there are no ambiguit ies; however, in the 
best s i tua t ions  we are confident that  the elements 
not included in the universe l i s t i n g  are small in 
number or in size or both. 

Most of the surveys on which publ ic pol icy is 
based are p robab i l i t y  samples, but that is not 
true for  some of the indus t r ia l  surveys. In these 
surveys, a cu t -o f f  sample is often used in which 
large indus t r ia l  establishments over a cer ta in 
size are included with cer ta in ty  and smaller 
establishments are omitted completely. 

In the design stages, careful work is usual ly  
done on t ry ing  to c l a r i f y  concepts. The unemploy- 
ment concept is one which has received much 
at tent ion and gets reviewed per iod ica l l y  by 
President ia l  Commissions. Not only is the concept 
reviewed but i t s  t rans la t ion  into operational 
de f in i t i ons  and questions is reviewed. However, 
for  surveys in general th i s  is probably an area 
in which much more work needs to be done, because 
the t rans la t ion  of concepts into de f i n i t i ons  and 
then in to  questions is very d i f f i c u l t .  Simple 
pretests often i l l u s t r a t e  weaknesses. 

Sample designs are usual ly not per fec t l y  
executed because of a var iety of circumstances 
related to the f a l l i b i l i t y  of in terv iewers,  
the Post Of f ice,  or the telephone companies; to 
the inadequacy of maps; and to other fac tors .  

The most knowledgeable person for a pa r t i cu la r  
sample person or establishment is f requent ly not 
the respondent. To save money, one respondent 
often reports for an ent i re  household. In 
establishments, the questionnaire may be f i l l e d  
by people who are new to the company, may not 
rea l l y  understand what is being asked fo r ,  do 
not read the detai led i ns t ruc t i ons ,  and are 
re luctant  to look up records. 

We tend to think of the questionnaire as 
presenting the same stimulus to the respondents, 
whether they are presented with the question- 
naire through an intermediary known as an 
in terv iewer who comes in person or by telephone 
or whether the questionnaire comes in the mai l .  
We know that interv iewers are not jus t  passive 
survey instruments. They often determine 
whether or not a unit responds; they i n t e r -  
pret the quest ionnaire; they represent the 
survey organizat ion; they record the data. In 
cases where there are no in terv iewers,  the 
format and appearance of the questionnaire take 
on an added burden of representing the survey 
organizat ion and the accompanying ins t ruc t ions 
for f i l l i n g  the form supply the i n te rp re ta t i on .  
However, i t  is a rare survey in which the 
respondents report f u l l y  and accurately.  Often 
they do not understand questions, are unwi l l ing  
to make the e f f o r t  to f ind records to provide 
answers, forget the answers, or are unwi l l ing  to 
provide them. Interviewers and respondents make 
errors in recording data. 

Data often require coding which is carr ied out 
by c le r i ca l  s t a f f  working with i ns t ruc t i ons .  
Items such as occupation, industry ,  standard 
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indust r ia l  c l a s s i f i c a t i o n ,  product l i ne ,  and so 
for th require detai led coding. Often the wr i t ten  
responses are ambiguous or vague. Ins t ruct  ions 
are tedious and sometimes vague. The job i t s e l f  
is monotonous. As a resu l t ,  errors occur. 

Survey data then usual ly are subjected to 
various processing steps which are supposed to 
"clean" i t ,  weight i t ,  and get i t  in shape for 
tabulat ion and analysis.  Weighting seems easy, 
since we tend to th ink of survey weights as the 
inverses of select ion p robab i l i t i e s .  But 
weighting now is used to take care of nonresponse, 
and coverage def ic ienc ies .  D i f fe rent  weights are 
given to ind iv idua ls  depending on whether they 
are being tabulated as persons or family members. 
Sometimes weights are reduced in order to dul l  
the ef fects of ou t l i e r s .  

Again, in an ideal survey, the sampling 
variances would be calculated co r rec t l y ,  observ- 
ing the sample design, and re f l ec t  the ef fect  of 
in terv iewer and coder v a r i a b i l i t y ,  and the e f fec t  
of imputing for  nonresponse. In some cases sam- 
pl ing variances do not re f l ec t  a complex sample 
design. Rarely do they include in terv iewer ,  
coder, or other processing variances. In cases 
where cu t -o f f  sampling is used, sampling variances 
are not computed because there is no p robab i l i t y  
sampl i ng. 

One hopes for  small sampling variances, or at 
least no bigger than what was expected. However, 
i f  the sample design was implemented in a t rou-  
blesome way, large variances can occur. 

As data are ve r i f i ed  in some kind of re in te r -  
view or monitoring program, one looks for con- 
sistency of response. However, inconsistency 
does occur i f  a question is ambiguous, i f  proxy 
respondents are used, or the respondent changes 
responses for no good reason. 

As the tabulat ions become avai lab le,  consis- 
tency with other data is of concern. Often there 
are past reports from the same establishment, or 
another body of data on the topic are avai lab le.  

F ina l l y ,  in the in te rp re ta t i on  of the data in 
the survey report,  i t  is important that the 
inferences made are supported by the data. I f  
di f ferences between groups are discussed, then 
the sampling error of the di f ference must support 
the idea of a real d i f ference.  However, jus t  
looking at sampling errors is not enough. One 
should also take in to account nonresponse, mea- 
surement er rors ,  and degree of ed i t ing .  

So, in pract ica l  terms, these ideals are 
hardly,  i f  ever, rea l ized.  How then do we decide 
on the qua l i ty  of a survey? The fo l lowing l i s t  
seems to contain what we use as proxy ind icators 
for  data qua l i t y :  

Coverage rat ios of sample to ta ls  to 
estimated universe t o t a l s .  

Response rates for  sample un i ts .  
Response rates for  questionnaire items - 

both weighted and unweighted. 
Edit f a i l u re  rates. 
Consistency with past reports. 
Amount of reported data replaced. 
Con f iden t ia l i t y  checks. 
Many of these quant i t ies  are ava i lab le ,  i f  at 

a l l ,  only to people w i th in  the survey organi- 
zation co l l ec t ing  and processing the d a t a .  Of 
the items l i s ted  above, sampling variances are 
the most f requent ly reported in pub l ica t ions.  
With th is  paucity of informat ion, i t  is d i f f i c u l t  

to understand how users of survey data measure 
qua l i t y .  

However, since some of these data are ava i l -  
able to survey organizat ions,  perhaps they make 
use of i t  to measure qua l i t y  or to improve 
qua l i t y .  Often, the data are used as ind icators  
of the presence or absence of problems. For 
example, a high response rate is viewed as a 
measure of high qua l i ty  and the absence of a 
problem. However, i t  is also t rue that  these 
proxy indicators focus mostly on the co l lec t ion  
phase of survey problems. Table 1 shows the 
proxy indicators by the four stages of surveys. 

Though many of the ind icators  apply to design 
problems, they are more often used as indicators 
of problems in the co l l ec t i on  phase. For example, 
a high item nonresponse rate is f requent ly looked 
on as an in terv iewer problem, but i t  may be more 
a problem with the question i t s e l f .  In fac t ,  a 
high edi t  f a i l u r e  rate for  a given item along 
with a high nonresponse rate for  the same item 
may be a real signal that  the question needs 
work. Also, although three of the items can be 
used as ind icators  of the qua l i t y  of processing 
as well as co l lec t ion  and design, they are more 
often used as ind icators  of qua l i t y  of co l lec -  
t i on .  

Notice that  none of these qua l i t y  ind icators 
applies to the in te rp re ta t ion  of data. This 
s i gn i f i es  that a separate step is necessary in 
the review of a report to measure the qua l i t y  of 
i n te rp re ta t i on .  

Most of the ind ica to rs ,  i f  they ex i s t ,  are 
used s ingly rather than in combination. I f  they 
were used together, they would be much more 
l i k e l y  to spo t l i gh t  the real problem, since these 
indicators are rarely due to only one cause. 

For example, i f  we were to construct cause- 
and-effect  diagrams as espoused by Iskikawa using 
the various indicators as the qua l i t y  e f fec ts ,  
one would see overlaps on the causes cont r ibu t ing  
to qua l i t y  cha rac te r i s t i cs .  Table 2 is an attempt 
to show the various causes for the ind icators  of 
poor qua l i t y .  

When people compare uni t  response rates as 
measures of qua l i t y  of a survey, they are com- 
paring the a b i l i t y  of interviewers or analysts 
to get respondents to answer questions which may 
be presented by mai l ,  telephone, or in person. 
We often see comparisons of the response rates 
of random-digit d ia l ing  telephone surveys with 
those of personal in terv iew surveys. The response 
rates of RDD surveys are lower. We usually 
a t t r i bu te  th is  to a di f ference between co l l ec t i ng  
data by telephone or in person, but i t  rea l l y  is 
a d i f ference in the ent i re  stimulus to a respon- 
dent. The interviewer-respondent in te rac t ion  is 
very d i f f e r e n t .  Questions may seem more complex 
on the telephone. We know that  d i f f e r e n t  popula- 
t ions are accessed. Therefore to understand why 
the response rates are d i f f e r e n t ,  much more needs 
to be understood about the in terv iewers,  the 
respondents, and the quest ionnaire.  

There are several paradoxes in the use of 
qua l i ty  ind ica tors .  Some i l l u s t r a t i o n s  show why 
they need to be used together instead of s ing ly .  
The f i r s t  example w i l l  focus on response rates 
and coverage rates in the Current Population 
Survey (CPS). The CPS is recognized as a "high- 
qua l i t y "  survey which has received much at tent ion 
over i t s  40-plus years. The response rates are 
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general ly  high, in the neighborhood of 95 to 96 
percent. Monthly data are produced regu la r l y  on 
response rates and on coverage ra t i os .  By cover- 
age r a t i o s ,  l 'm re fe r r i ng  to the ra t i o  of 
weighted populat ion t o t a l s  fo r  various groups to 
independent estimates of populat ion t o t a l s  for  
those same groups. What can we learn from an ex- 
amination of response rates and coverage ra t ios? 

Le t ' s  look at response rates f i r s t .  We know 
the average non response rate is low. Is i t  
un i formly low over a l l  months? Is i t  un i formly 
low over a l l  s tates and substate areas? Is i t  
un i formly low by month in sample of the respon- 
dents? Could cont ro l  charts help us in spot t ing 
problems? To answer these quest ions,  I took 
data on nonresponse rates fo r  a 15-month period 
from October 1981 to December 1982. 

Figure 1 shows p lo ts  of the noninterview rates 
which include re fusa ls ,  not-at-homes, and persons 
temporar i l y  absent from t h e i r  residences, as well  
as a residual category of "o ther"  fo r  t h i s  time 
per iod.  The standard errors of these monthly 
rates were calculated using observations from 
the 50 s ta tes ,  the D i s t r i c t  of Columbia, and 
several substate areas such as New York C i t y ,  
Chicago, balance of I l l i n o i s ,  and so f o r t h .  
Figure 1 also shows p lots  of the refusal  rates 
for  the same time per iod.  The rates are shown in 
Figure 1 wi th + 3 standard er rors  added to the 
rate.  

The f i r s t  th ing tha t  shows is that  the March 
noninterv iew rate and refusal  rate is  d i f f e r e n t  
from the others.  I t  is higher and the in te rva l  
is  wider ,  showing that  there is more v a r i a b i l i t y  
in the rates in March. This is not a new f i nd ing .  
The March in te rv iew is very d i f f e r e n t  from the 
other months, because i t  includes a very long 
populat ion supplement in which data are co l lec ted  
on f e r t i l i t y ,  migra t ion,  and income. The CPS 
in terv iewers  know very well that  labor force 
data are the most important data to be co l lec ted 
and they do n o t  want to jeopardize the data. 

So the answer to the question about whether 
the nonresponse rate is  uni formly low over a l l  
months is yes (even in March the non response is  
less than 5 percent) but tha t  March represents an 
unusual po in t .  Notice tha t  March is higher than 
July or August, and tha t  the higher non response 
rate also shows in a higher refusal rate.  

To answer the question about whether the non- 
response rate is uni formly low overa l l  states 
and substate areas, Figure 2 shows fo r  March 1982 
the response rates fo r  states and selected sub- 
s tate areas. The p lo t  shows that  there is  sub- 
s t an t i a l  v a r i a t i o n ,  wi th over ha l f  of the points 
f a l l i n g  outside the 3 standard er ro r  range. For 
the most par t ,  one sees the same areas as o u t l i e r s  
month a f t e r  month. 

Some i n te res t i ng  observations can be made from 
the char t .  The data points fo r  substate areas 
are p lo t ted  on the same l i ne  as fo r  the s ta te .  
Thus the f i r s t  set of seven points on the l e f t -  
most l i ne  re fe r  to Ca l i f o rn i a  and i t s  sub-state 
areas. Notice the range of v a r i a b i l i t y  in March, 
San Francisco a t  7.43 and San Diego at 2.78. 

One is tempted to say tha t  there are r ea l l y  
two d i f f e r e n t  populat ions represented here. One 
might cons is t  of more urban areas, and thus we 
see New York C i t y ,  Chicago, Dal las,  San Francisco, 
and some others very high. However, t h i s  pat tern 
does not hold. Many times the balance of Colorado 

has a higher nonresponse than Denver. Balt imore 
general ly  is not beyond the upper bound of the 
char t ,  whi le the suburbs of Washington, D.C., 
that  l i e  in Maryland are higher than anything 
else in Maryland. Michigan f requent ly  has a 
higher nonresponse for  the remainder of the 
De t ro i t  SMSA than i t  does for  the Ci ty of De t ro i t ,  
and the balance of the state of Michigan is  
general ly  high. Some states are also high, 
such as Ar izona, Hawaii ,  and Alaska. 

Thus, the answer to the second question is 
that  there is not un i fo rmi ty  among the  response 
rates for  states and substate areas. This leads 
to a question about the uses of CPS data. I f  
nonresponse is an i nd i ca to r  of b ias,  then states 
and substates wi th higher nonresponse rates are 
probably subject to more bias. I f  these areas 
are competing with each other for  funds based on 
data from the CPS, are they t reated equi tab ly  
when biases are not held constant? Should we 
i n s i s t  on equal response rates for  competing 
areas? 

Another question that  ar ises is whether or 
not the type of area accounts for  the nonresponse 
rates or do the in te rv iewers .  Probably both have 
a part in t h i s ,  but evidence from t h i s  study as 
wel l  as several others shows that  in terv iewers 
are probably the biggest f ac to r .  

Figure 3 i l l u s t r a t e s  the nonresponse rates 
for  the c i t y  of Chicago. Frequently the rates 
fo r  Chicago were higher than fo r  any other place 
fo r  which the rates are tabu la ted.  They are 
always far  above the nat ional r a t i o  plus 3 
standard e r ro rs .  Even t h i s  wouldn ' t  be so bad i f  
the pat tern were s tead ier ,  but the rate of 13.70 
for  August 1982 was way beyond what one could 
expect. Were in te rv iewer  assignments changed in 
May and August? 

Several other questions could be asked, but 
the use of contro l  charts by area can be use fu l .  
There are data ava i lab le  to develop contro l  
charts for  each area and then they can be gener- 
ated each month. Data are also ava i lab le  for  
ind iv idua l  i n te rv iewers .  In the s p i r i t  of Deming, 
i t  might be useful to d i s t r i b u t e  such charts to 
the in terv iewers  and t h e i r  supervisors so that  
each person's impact on the survey can be seen 
and contro l  led.  

These few examples barely scratch the surface 
of what we could learn from control  charts set up 
fo r  nonresponse rates.  I t  is c lear  from these 
examples tha t  we cannot pred ic t  fu ture  per for -  
mance very well  from past data. Control charts 
would help us see what is  happening and under- 
stand the reasons fo r  i t .  

What do we know about item nonresponse fo r  
labor force items and i t s  e f fec t  on the data? 
Once a CPS in terv iewer  is  ins ide the door, the 
data are gathered on the labor force items. The 
in terv iewers know the importance of the survey 
and that  labor force is the top ic  of most i n t e r -  
est ,  so that  very few nonresponses occur fo r  
Tabor force i tems. In a recent i n q u i r y ,  I learned 
tha t  from records fo r  approximately 130,000 per- 
sons, only 50-60 persons required imputat ion 
fo r  labor force.  Obviously, item nonresponse, 
occurr ing from skipping items is not a problem 
i n the CPS. 

But what do we know about the coverage fo r  
CPS and the resu l t i ng  weight ing of data for  the 
respondents to take care of the missing people? 
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In a way th i s  is also a method fo r  handling non- 
response, but the nonresponse is of a d i f f e r e n t  
k ind.  Since we bel ieve tha t  the sampling frame 
adequately covers the universe, there must be 
incomplete recording of the persons w i th in  house- 
holds. This is a type of item non response, where 
the item is the l i s t  of a l l  persons in the house- 
hold.  Thus, we may th ink  of some of the weight ing 
of the CPS data as a procedure for  handling 
nonresponse. 

CPS households have a base weight r e f l e c t i n g  
the p robab i l i t y  of se lect ion in the sample. 
There is a noninterview adjustment which adjusts 
for  the nonresponding un i ts .  There is a second- 
stage ra t i o  adjustment which i n f l a t e s  the popula- 
t i on  to independent populat ion con t ro l s ,  which 
reduces both bias and variance. I f  we look at 
the ra t i o  of the weights a f t e r  the second-stage 
adjustment to the base weights,  we would get the 
e f fec t  of the nonresponse adjustment fo r  cover- 
age. These ra t ios  are not t r i v i a l .  The overal l  
r a t i o  fo r  the U.S. as a whole in January, 1983 
was 1.15 meaning tha t  the f i na l  weights fo r  the 
responding persons were 15 percent higher than 
the base weights to take care of the problem of 
coverage. The range for  these ra t i os  was very 
large,  and the more rural  parts of the states or 
rural  states seemed to have very high r a t i o s .  
Table 3 shows the ra t ios  by s tate and substate 
areas. Very few of the ra t ios  are t r i v i a l ,  
i nd i ca t i ng  a need to adjust  the data for  coverage. 
And though the need to adjust data to compensate 
for  item nonresponse is  smal l ,  in a sense t h i s  
weight ing does adjust for  the incomplete 
ros ter  of the group of people who l i ve  in CPS 
sampled households. 

These adjustments are very large for  some 
states and fo r  some groups, such as blacks in 
cer ta in  age groups. This is an i nd i ca t i on  that  
the qua l i t y  of the data for  cer ta in  states is 
lower than for  most states and tha t  the qua l i t y  
of the data for  blacks in cer ta in  age groups is 
less than that  fo r  whi tes.  This is not to say 
that  there is not an e f f o r t  to compensate for  
missing data, but the reweight ing of data rests 
on the assumption that  the missing people are 
l i k e  those who responded, w i th in  a given age, 
sex, race category. This may or may not be t rue ,  
and to the extent tha t  i t  i s n ' t ,  a f fec ts  the 
q u a l i t y  of the labor force s t a t i s t i c s .  

A second example to show complex in te rac t ions  
is in the Annual Survey of Manufactures. This 
survey, as i t s  name impl ies,  is carr ied out 
year ly  to provide a range of in format ion on the 
nat ion 's  i ndus t r i a l  en terpr ises .  The survey form 
is sent by mail to a sample which includes a l l  of 
the very la rgest  establ ishments,  none of those 
with to ta l  employment less than 5, and a selec- 
t i on  of those in between these extremes. The 
uni t  response rate is  about 85-90 percent, with 
an aggressive fo l low-up of the largest  estab- 
I i shments and I ass concern wi th smal l e t  
establ ishments which do not cont r ibu te  as much 
to t o t a l s .  Data for  the smallest f i rms are 
imputed from admin is t ra t i ve  records - -  tax 
r e t u r n s - - f o r  employment and payrol l  and imputed 
on the basis of industry  ra t ios  for  other items. 
There is some doubt tha t  the use of indust ry  
ra t ios  for  these small f i rms is a good method of 
imputat ion.  

The data supplied by the respondents are put 

through a computer ed i t  in which blanks are 
f i l l e d  in and incons is tenc ies e l im inated.  Table 4 
shows the resu l ts  of the computer ed i t  and the 
analyst  for  some key items for  one indus t ry ,  
motor vehic les and car bodies. I t  should be 
noted tha t  supplying values from admin is t ra t i ve  
records was not counted as an impute or a change. 
Note that  only for  salary and wages were at least  
90 percent of the establishment records unchanged. 
However, the records that  remained unchanged 
tended to be the large establ ishments so that  
even fo r  an item such as cost of mater ia ls  for  
which only 27 percent of the establ ishments'  
reports were l e f t  unchanged, 85 percent of the 
f i na l  tabulated value was l e f t  unchanged. The 
changes tend to occur in the smaller f i rms.  This 
can be seen in the imputed column in which fo r  
cost of mater ia ls ,  64 percent of the es tab l i sh -  
ments l e f t  the item blank, but the imputed values 
accounted fo r  1 percent of the t o t a l .  We also 
see that  the computer is  having fa r  more impact 
on the data than the ana lys ts .  The analysts seem 
to concentrate t h e i r  a t ten t ion  on the larger  
cases. 

The example from establ ishment surveys points 
out some important qua l i t y  problems. Nowhere in 
any pub l ica t ion  about these surveys are the 
item imputat ion rates given. Users of the data 
are given the impression tha t  a l l  the data items 
are of equal q u a l i t y ,  and a l l  are based on the 
85-90 percent of un i ts  tha t  repor t .  Therefore, 
the users are not given enough in format ion to 
judge the qua l i t y  of the data fo r  the diverse 
uses they may make of i t .  Another problem 
is one of standards. How much imputed data are 
acceptable? I f  the Bureau is imputing 50-60 
percent or more of a data i tem, is i t  worthwhi le 
c o l l e c t i n g  and publ ish ing the information? I f  
the data are important ,  shouldn ' t  a bigger e f f o r t  
go in to  the co l lec t ion?  

A f i na l  example that  focuses on imputat ion 
rates is the Post Enumeration Survey carr ied 
out by the Bureau to develop measures of the net 
undercount of the 1980 decennial census. The 
Bureau used the Apr i l  and August 1980 CPS samples 
as independent sources of persons to match in to  
the census records to see i f  they were counted. 
Some persons were matched immediately; some 
addresses could not be found; some addresses 
were poor and locat ions  to look in the census 
could not be determined. Those addresses which 
were not matched were sent back to the f i e l d  in 
an e f f o r t  to get more informat ion so that  a 
determinat ion of whether or not the person was 
included in the census could be made. Thus we 
hoped for  a l l  the records to be sorted in to  two 
p i les  - -  those which were matched to the census 
and those tha t  were unmatched. Unfor tunate ly  we 
had three p i les  - -  the two we hoped fo r  plus a 
t h i r d  which was not enough in format ion to match. 
Those wi thout  enough informat ion to match were 
imputed a match code - -  e i t he r  matched or 
unmatched, wi th the unmatched con t r ibu t ing  to 
the estimate of the census undercount. The 
percent of records for  a s ta te or substate area 
that  was imputed ranged from 2 percent for  
several places to a high of 15 percent for  Dal las.  
The percent of matched cases imputed was low, on 
the whole, but the percent of unmatched cases 
imputed was very high. Central c i t y  rates tended 
to be higher than other places. Seventy percent 
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of the unmatched cases in Dallas were imputed. 
Also, the imputation system favored imputing the 
status of nonmatched. I t  was not an even s p l i t .  

The PEP has been mentioned as a tool to ad- 
j us t  the census data for  an undercount. The uses 
for the adjusted data are to apportion the seats 
seats in the House of Representatives and to 
apportion money in Federal funding programs. I f  
anyone gains anything, some one else loses. The 
data for  each state competing against each other 
should be of equal qua l i t y .  I t  is c lear from 
the imputations that  th is  is not the case. 

From these examples, i t  is c lear that  these 
qua l i t y  ind icators  must be considered together,  
as a system of informat ion,  not in i so l a t i on .  
The t rade-o f fs  that  need to be made in designing 
surveys can be made knowledgeably only with 
information on the complete set of i nd ica to rs .  
When we design surveys with equal coe f f i c i en ts  of 
var ia t ion for  states or other units of measure- 
ment, because we want the uni ts to have data of 
the same qua l i t y ,  should we also i ns i s t  on equal 
response rates and imputation rates? In addi t ion,  
we need to keep an up-to-date database on i n te r -  
viewers and analysts who are in the posi t ion of 
co l lec t ing  data, changing data, and wr i t i ng  
spec i f i ca t ions  for  processing data. 
I I I .  Improvements in Qual i ty  

I t  is in te res t ing  to note how many decisions 
that are made about qua l i t y  are made on the basis 
of hunches rather than on data. For example, 
in the redesign of the household surveys which is 
underway at the Bureau, decisions were made to 
overlap the new CPS design with the old CPS de- 
sign to reduce the number of new interviewers 
that  would need to be hi red. Arguments could be 
made for  improvements in qua l i t y  e i ther  by those 
favoring the maximum amount of overlap and by 
those favoring the minimum amount of overlap. 
On the overlap side was the a b i l i t y  to estimate 
variances in a much improved way. On the "maxi- 
mum" overlap side was the reduction in the number 
of new interviewers needed and the a b i l i t y  to 
t r a in  and supervise them. There is a strong 
fee l ing that  new interviewers are less l i k e l y  to 
produce high qua l i t y  data. What is the evidence 
on th is? Do they have lower response rates, both 
unit  and item? Do they have higher refusals? 
Higher edi t  f a i l u re  rates? Are they more l i k e l y  
to qu i t  and need replacement in early months? Do 
reinterviews show high rates of coverage and 
content fa i lu re?  How long do these ef fects  last? 
3 months, 6 months, 1 year? Do we see di f ferences 
in qua l i t y  in o f f ices  with higher turnover rates 
than lower turnover rates? The answer in the 
redesign was that  we knew very l i t t l e .  There was 
anecdotal evidence, but p rac t i ca l l y  no hard data. 
No database exis ts  which l inks length of exper- 
ience with qua l i t y  i nd i ca to rs .  Yet almost every 
survey designer worries about inexperienced 
in terv iewers.  

We also worry about respondents and how much 
they learn about a survey. At the Census Bureau, 
the demographic survey people worry about respon- 
dent "condi t ion ing"  and whether respondents re- 
port as accurately on l a t e r  survey rounds as in 
early survey rounds. We have evidence that  they 
report in d i f f e ren t  ways. They are more l i k e l y  
to report more people as being unemployed, as 
being vict ims of crime, or as spending more money 
on consumer goods the f i r s t  time they are inc lud-  

ed in a survey than in return v i s i t s .  The eco- 
nomic survey people, who general ly mail question- 
naires to respondents, worry about respondent 
" learn ing"  and whether respondents report as 
accurately when they are new in a survey as when 
they become more experienced. There is evidence 
that the respondents may go through a learning 
process and that  there may be a "shake-down" 
period. In one case, the early reports are 
thought to be more accurate. But how is th is  
accuracy measured? On the demographic side, 
the axiom "more is bet ter"  carr ies a lo t  of 
weight so the ea r l i e r  reports are thought by many 
to be more accurate. On the economic side, the 
la te r  reports become more consistent with e a r l i e r  
reports so respondents are assumed to have learned 
how to report .  There are no object ive measures. 

A th i rd  example about the use of hunches on 
qua l i t y  has to do with response rates. Al l  
things being equal, one would prefer a survey 
that  had higher response rates than one with 
lower response rates. But is i t  possible that  
a survey with a 90 percent response rate is bet ter  
than one with a 95 percent response rate? Re- 
sponse rates are only ind icators  of potent ia l  
bias but are not bias measures themselves. A 95 
percent response rate can mask d i f f e r e n t i a l  
response by segments of the populat ion, such as 
white and black, for  which estimates are to be 
made and compared. I f  the response rate for 
whites is subs tan t ia l l y  higher than that for  
blacks, the comparisons may be misleading. A 95 
percent response rate can also mask curbstoning 
by interv iewers,  substantial item nonresponse 
rates,  high nonresponse for items towards the end 
of the quest ionnaire,  high edi t  f a i l u r e  rates, 
and the l i ke .  By using only response rates, we 
tend to overlook other serious potent ia l  sources 
of bi as. 

What can we do about this? We seem to 
be designing surveys to minimize potent ia l  
r isks in the absence of data. We need to develop 
data that can be used to help us e x p l i c i t l y  in 
the t rade-o f fs  that are always required in survey 
work. We need to know i f  an extra day's t r a in ing  
of interviewers is worth the cost. We need to 
know i f  we allow an increase in sampling variance 
we can decrease the bias. 

The Bureau is in the process of establ ishing a 
telephone f a c i l i t y  in Hagerstown, Maryland, where 
we can experiment with the co l lec t ion  of data by 
telephone. We have several questions to be 
answered before we are w i l l i n g  to recommend that  
the continuing surveys conducted by the Bureau 
be done at a centra l ized telephone f a c i l i t y .  We 
also have questions about whether these surveys 
are sui table for  random-digit d i a l i ng .  What we 
need to do is to get a bet ter  understanding of 
the ent i re  system of in terv iewing,  not j us t  the 
end resu l t .  To do that  we want to establ ish the 
fo l lowing qua l i t y  procedures. 
Qual i ty c i r c l es .  

We want to establ ish qua l i t y  c i r c les  in which 
the interv iewers can discuss t h e i r  problems and 
potent ia l  so lu t ions.  This gives us much more 
ins ight  in to  problems that  respondents have with 
quest ionnaires, in addit ion to providing i n te r -  
viewers with t i ps  on how to improve procedures. 
M on i to r i  n~. 

We want to estab l ish a systematic program of 
monitoring interviews in which a p robab i l i t y  
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sample of e a c h  in te rv iewer 's  work would be 
monitored by a person with more experience on 
the survey. This monitor would record events on 
how d i f f i c u l t  the in terv iew was to obtain,  how 
the interv iewer induced cooperation, probing, 
feedback to respondent, how often the questions 
were reworded, how accurately the responses 
were recorded, and any problems on the question- 
naire.  Monitoring w i l l  give us a way to target  
needed t ra in ing  on in t roduc t ions ,  spec i f i c  ques- 
t ions ,  and h igh l igh t  problems with the 
quest ionnaire. Monitoring should also reveal to 
us why certain interviewers are more l i k e l y  to 
get overrepresentation of cer ta in population 
subsets. 

Reinterview. In personal v i s i t  surveys, re in-  
terview is used both as a tool to motivate 
interviewers and as a method to estimate measure- 
ment variance. In telephone surveys, monitoring 
can serve as the motivation factor  besides 
o f fer ing learning oppor tun i t ies ,  and re interv iew 
can serve as the mechanism to estimate measure- 
ment variance. By select ing a p robab i l i t y  sample 
of every in terv iewer 's  work for re in terv iew,  
we can estimate measurement variance by length of 
experience of in terv iewers,  by region of the 
country, and by other var iables.  We w i l l  also be 
able to see which questions are more susceptible 
to high measurement variances. 

In terpenetrat ion of Assignments. In one sense 
i t  is easier to in terpenetrate the in terv iewing 
assignments of centra l ized telephone interviewers 
than the assignment of f i e l d  interv iewers and in 
another sense i t  is more d i f f i c u l t .  I t  is easier 
because i t  is less expensive when there are no 
t ravel  costs. I t  is more d i f f i c u l t  because i n te r -  
viewers work on sh i f t s  and weekends and probably 
do not access the same kinds of populat ions. I t  
is h ighly un l ike ly  that  a telephone in terv iewer 
working a 9 a.m. to noon s h i f t  would get the 
same type of respondents as an in terv iewer  
working a 7 p.m. to I0 p.m. s h i f t .  Given that  
those problems are resolved, we intend to have 
interpenetrated assignment patterns. This gives 

us the a b i l i t y  to estimate the correlated com- 
ponent of response variance, the in terv iewers '  
cont r ibut ion to the to ta l  variance of survey 
s t a t i s t i c s .  I t  le ts  us know immediately i f  some 
interviewers are get t ing much higher item non- 
response rates, d i f f e ren t  response patterns,  and 
so f o r t h .  I t  makes re t ra in ing  possible on the 
areas of poor performance. 
S ta t i s t i ca l  Control Charts. S t a t i s t i c a l  control  
charts have been used to advantage by indiv idual  
f l oo r  workers on assembly l i nes .  They are one 
of the primary tools used by qua l i ty  c i r c les  to 
suggest ideas of improving qua l i t y .  Control 
charts should be used to p lot  the data by i n te r -  
viewer on response rates for  key items, ed i t -  
f a i l u r e  rates for  key items, re interv iew resul ts 
for  key items, and so fo r th .  

With the resul ts  of s t a t i s t i c a l  control  
charts, monitor ing, re in terv iew,  and the i n t e r -  
penetrated assignments, we should be able to look 
at the qua l i t y  of survey data in a much more 
integrated way. We should be able to use the 
resul ts to i den t i f y  problems in the survey ques- 
t ion and be able to d i f f e r e n t i a t e  those from 
problems spec i f i c  interv iewers are having. We 
should be able to target  re t ra in ing  on spec i f i c  
items or techniques. We should be able to measure 
whether experienced interv iewers co l lec t  bet ter  
data, how much experience is needed, and what 
kinds of a c t i v i t i e s  need to be carr ied out before 
that  level of experience is reached. 

As the survey world cur rent ly  ex is ts ,  the con- 
cept of qua l i t y  of survey data is not c lea r l y  
defined and is ce r ta in l y  not measured we l l .  We 
tend to measure quant i t ies  that  are f a i r l y  easy 
to co l lec t  and which we hope are related to 
qua l i t y .  We design surveys on a combination of 
hunches and proxies for  qua l i t y .  We are s ta r t ing  
to move to a system for  which we w i l l  be able to 
co l lec t  more data on measures that are d i r e c t l y  
related to qua l i t y .  We then need to be able to 
use those measures in models that e x p l i c i t l y  
allow for  t rade-o f fs  in the levels of qua l i t y .  

TABLE I .  - -  Proxy Indicators of Qual i ty  by Stages of 
Survey Where Problems May Exist  

Coverage rat ios 

Response rates 
Unit 
Item 

Stages of Survey 
Design Col lect ion Processing In te rpre ta t ion  

X X 

X 

X X 

Edit f a i l u re  rates x x 

Consi stency checks X X X 

Data replacement x x x 

Variance x x x 

Con f iden t ia l i t y  
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Causes of 
Poor Q u a l i t y  

TABLE 2. - -  I n d i c a t o r s  of Poor Q u a l i t y  

Low Low High 
Low Uni t  Item Ed i t  Low High 
Coverage Resp. Resp. F a i l u r e  Consis-  Data 
Rat i os Rates Rates Rates tency  Repl .  

High 
Var iance 

Sample design inadequate x x 
I n t e r v i e w e r  problem 

Experience x x x x x x x 
T r a i n i n g  x x x x x x x 
Mot i v at i on x x x x x x x 

Coder problem 
Experience x x x x x 
T r a i n i n g  x x x x x 
Mo t i va t i on  x x x x x 

Respondent problem 
Exper ience x x x x x x x 
Mo t i va t i on  x x x x x x x 
Proxy x x x x x x 

Ques t ionna i re  problem 
Too complex x x x x x 
Too 1 ong x x x x x x 
Not c l ea r  x x x x x 
Skips too much x x x x x 
I n s t r u c t i o n s  not c l ea r  x x x x x 

Mode of i n t e r v i e w  x x x x x x x 
Ana lys t  problem 

Exper ience x x x x x x 
T r a i n i n g  x x x x x x 
Mot i v at i on x x x x x x 

Processing problem x x x x x x x 

TABLE 3. Rat ios of F ina l  CPS Weights to Base Weights-January 1983 

Area Rat io  Area 

C a l i f o r n i a  
Los Angeles-Long Beach SMSA 
San Franc isco-Oakland SMSA 
Anaheim SMSA 
San Diego SMSA 
San Bernard ino SMSA 
San Jose SMSA 
balance of C a l i f o r n i a  

New York 
New York C i t y  
Balance New York LMA 
Nassau-Suf fo lk  SMSA 
Bu f f a l o  SMSA 
balance of  New York State 

Pennsyl vani a 
P h i l a d e l p h i a  C i t y  
balance of P h i l a d e l p h i a  SMSA 

in P h i l a d e l p h i a  
P i t t s b u r g h  SMSA 
balance of Pennsylvania 

Texas 
Houston C i t y  
balance Houston SMSA 
Da l las  C i t y  
balance Da l las  SMSA 
balance Texas 

1.13 l l l i n o i s  
1.14 Chicago C i t y  
1.14 balance Chicago SMSA 
1.12 balance S t .  Louis SMSA ( l l l i n o i s  
I .  13 par t  ) 
I . I I  balance l l l i n o i s  
1 . I I  
1.12 Ohio 

Cleveland C i t y  
1.19 balance Cleveland SMSA 
1.19 C inc i nna t i  SMSA (Ohio p a r t )  
1.19 balance of  Ohio 
1.13 
1.13 
1.24 

1.14 
1.21 

1.12 
1.12 
1.13 

1.19 
1.16 
1.63 
1.19 
1.19 
1.12 

Michigan 
D e t r o i t  C i t y  
balance D e t r o i t  SMSA 
balance of  Michigan 

New Jersey 
Newa rk SMSA 
balance P h i l a d e l p h i a  

SMSA ( in  New Jersey)  
balance of New Jersey 

F l o r i d a  
Mi ami SMSA 
balance of F l o r i d a  

Rat io  

1.18 
1.20 
1 . I I  

1 . I0  
1.26 

1.08 
1 . I I  
I . I I  
1 . I0  
1.07 

1.06 
1.12 
1.13 
1.01 

1.12 
1.15 

1.19 
1.09 

1.25 
1.12 
1.28 
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TABLE 3. - -  Ratios of Final CPS Weights to Base Weights-January 1983 (cont . )  

Area Ratio Area Ratio 

Massachusetts 1.21 
Boston SMSA 1.25 
balance of Massachusetts 1.17 

Indiana I . I I  
balance Cincinnat i  SMSA 

i n Indiana 1.08 
Indianapol is SMSA 1.23 
balance of Indiana 1.08 

North Carolina 1.27 

Oklahoma 1.14 

Kansas 1.22 
Kansas Ci ty SMSA in Kansas 1.25 
balance of Kansas 1.22 

Mississippi 1.22 

Colorado 1.03 
Denver SMSA 1.02 
balance of Colorado 1.06 

Missouri 1.02 
St. Louis City 1.09 
balance St. Louis SMSA 

(Missouri) 1.07 
Kansas City SMSA 

(Mi ssouri ) 1.08 
balance of Missouri .95 

V i rg in ia  1 .I 1 
balance of D.C. SMSA 

in V i rg in ia  1.06 
balance of V i rg in ia  1.12 

Georgia 1.17 
At lanta SMSA 1.22 
balance of Georgia 1.14 

Wisconsin 1.18 
Milwaukee City 1.14 
balance of Milwaukee SMSA 1.13 
balance of Wisconsin 1.20 

Tennessee 1.24 

Ma ry I a nd 
Baltimore City 
balance of Baltimore SMSA 
balance D,C. SMSA in Maryland 
balance of Maryland 

1.02 
1.00 
1.02 
1.04 
1.00 

Oregon 1.23 
Arkansas 1.25 
Arizona 1.18 
West V i rg in ia  1.22 
Nebraska 1.13 

Utah 1.07 
New Mexico 1.27 
Maine 1.08 
Rhode Island 1.14 
H awa i i 1.09 

D i s t r i c t  of Columbia 1.22 
New Hampshi re 1.22 
Idaho 1.21 
Montana 1 . I0 
South Dakota 1.13 

North Dakota 1.14 
Del awa re 1.19 
Nevada 1.25 
Vermont 1 .I 5 
Wyomi ng 1.3 3 
Alaska 1.57 

Total U.S. 1.15 

Minnesota 
Minneapolis-St. Paul SMSA 
balance of Minnesota 

1.06 
1.08 
1.03 

Louisiana 1.15 

Alabama .99 

Washington 
Seattl e-Everest SMSA 
balance of Washington 

1.17 
1.12 
1.22 

Kentucky 
Cincinnat i  SMSA in Kentucky 
balance of Kentucky 

Connecticut 

1.05 
1.06 
1.05 

1.12 

I owa 1.09 

South Carolina 1.29 
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TABLE 4. - -  Percentage of Records Imputed and Changed by Computer and Analyst for  
1982 Annual Survey of Manufactures Motor Vehicles and Car Bodies 

% unchanged by % of blanks % of data re- % of data % accepted by % imputed % of data 
Item of i n te res t  computer or imputed by jected by com- raked to sub- computer and from blanks raked by 

analyst computer puter and to ta l  by changed by and changed computer 
imputed computer analyst  by analyst and changed 

by anal ys t  

Ests. Total Ests. Total Ests. Total Ests. Total Ests. Total Ests. Total Ests. Total 

Total employment 72 
Production workers 24 
Salary and wages 97 
Worker wages 30 

50 15 0 1 0 8 44 2 4 1 0 0 0 
48 64 2 0 0 8 47 1 3 1 0 0 0 
97 0 0 1 0 0 2 2 0 1 0 0 0 
97 2 0 2 0 63 2 0 0 1 0 1 0 

Plant hours 26 
Cost of mater ia ls 27 
Cost of parts 25 
Cost of resales 27 

68 65 2 1 0 1 1 5 25 1 0 0 0 
85 64 1 1 0 2 5 1 3 1 0 1 1 
80 0 0 0 0 69 I0 2 3 1 0 2 0 
91 1 3 0 0 64 0 2 0 1 0 1 0 

Cost of e l e c t r i c i t y  25 
Cost of water 28 
Inventor ies ,  end 

o f pe r i  od 29 
Total capi ta l  

expenditures 1 

80 0 0 2 0 66 8 3 9 1 2 1 0 
58 0 0 0 0 66 35 3 0 1 0 2 6 

90 65 1 3 2 0 0 1 5 1 0 0 0 

0 40 1 0 0 30 59 0 0 0 0 2 29 

New expenses for  
bui ld ings 31 

New machi nery 30 
Value shipments 46 
Value resales 35 

49 64 1 0 0 0 0 3 I I  1 25 0 0 
48 66 2 1 0 0 0 3 19 1 25 0 0 
83 44 1 0 0 3 I0 3 5 1 0 0 0 
I I  63 4 0 0 0 0 0 0 1 2 0 0 



Variability of Nonresponse and Refusal Rates for CPS 
October 1981 -December 1982 
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