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I would l i ke  to thank the discussants who sub- 
mitted wr i t ten comments, and other discussants 
at the session for  the i r  in terest ing contr ibu- 
t ions. 

Graham Kaltqn 
Graham Kalton's discussion shares the luc id-  
i t y  and common sense of his other contr ibu- 
t ions in th is  area, and I agree with most of his 
remarks. With respect to his comments on the 
choice of condi t ioning,  I agree that no single 
choice is appropriate for  a l l  analyses. I favor 
condit ioning on n, n R and y since a) I l i ke  to 

b~ as condit ional as possible 1 ] ,  idea 
one can always become ~ condiL, y 

Bayesian, 
es onal by 

averaging, but cannot go in the other d i rec t ion  
and c) averaging as in Thomsen (1973) f a i l s  to 
capture di f ferences between methods caused by 
imbalances in the d i s t r i bu t i on  of n and n R. This 
point is emphasized in a simpler set t ing in the 
important paper by Holt and Smith (1979), which 
I recommend to interested readers. 

Graham states that un i t  nonresponse adjustments 
are directed at response propensity s t r a t i f i c a -  
t ion ,  and item nonresponse adjustments are d i -  
rected at predicted mean s t r a t i f i c a t i o n ,  and 
provides an in te res t ing  ra t iona le  for  th is  prac- 
t i ce .  I t  is not clear to me that prac t i t ioners  
necessari ly have these theoret ica l  object ives in 
mind, and my own uncertainty about the objec- 
t ives of adjustment cel l  methods motivated the 
paper. I welcome Graham's clear statement, 
since i t  allows us to question whether th is  is 
in fact  what we should be doing. In pa r t i cu la r ,  
i f  variables used for  forming uni t  nonresponse 
adjustments are only weakly related to the survey 
var iables,  adjustment may be increasing variance, 
with neg l ig ib le  impact on nonresponse bias. 
Analyses such as those out l ined in section 5 are 
directed at th is  question, but more work is 
needed on combining the propensity and predic- 
t ion approaches to provide estimators with good 
mean squared error propert ies.  

Susan Hinkins 

The l a t t e r  might not please Susan Hinkins, who 
notes that mean squared error is inappropriate 
for  the highly skewed data encountered in IRS 
sett ings.  I found a s imi lar  problem in a study 
of a l te rna t i ve  methods for  imputing wages and 
salary in the Current Population Survey (David, 
L i t t l e ,  Samuhel and Tr ies t ,  1985). Mean 
squared error was completely swamped by a few 
very large deviat ions,  forc ing us to adopt other 
measures, such as mean absolute error and mean 
absolute re la t i ve  error .  An obvious solut ion is 
to measure error on a transformed scale, such as 
the logarithm, but methods that work well on the 
transformed scale may not work well when con- 
verted to provide estimates on the raw scale 
(Rubin, 1983). I agree that there are problems 
worthy of a t tent ion here. 

Susan's balanced discussion indicates the prob- 
lems of implementing sound s t a t i s t i c a l  theory 

in the set t ing of a large government agency. 
The view of cel l  mean imputation as a procedure 
requir ing s imp l i f i ca t i on  is sobering to the 
theoret ic ian,  who might regard cel l  mean imputa- 
t ion as the naive s tar t ing point for  some complex 
empirical Bayes modif icat ion!  Susan and her col-  
leagues should be commended for  the f ine applied 
work they have carr ied out in th is  environment. 

Let me b r i e f l y  comment on two speci f ic  points in 
Susan's discussion. She asks for  the appropriate 
means of evaluating the resul ts of a l te rna t ive  
missing data methods. Simulations on a r t i f i c i a l l y  
generated incomplete data are the stock solut ion 
to th is  thorny problem. However, simulations are 
l imi ted by a p r io r i  knowledge of the s t a t i s t i c i a n  
who sets them up. I am incl ined to favor d i rec t  
analysis of the incomplete data. Common missing 
data procedures usual ly involve cer ta in modeling 
assumptions about the data; for  example, imputing 
rat ios of the form Yi = (YR/XR)Xi ' where YR and 
x R are respondent means, is optimal when Yi has 

mean Bx i and variance o2x i .  Is th is  model real -  

i s t i c?  In par t i cu la r ,  are other observed var i -  
ables pred ic t ive of y, and is the variance 
assumption reasonable? Such questions can be 
addressed using the respondent data. We need to 
assume that re lat ionships found for  respondents 
also apply to nonrespondents, but th is  assumption 
seems necessary for  any evaluat ion, in the ab- 
sence of information external to the data set. 

Secondly, Susan requested my comments on non- 
response adjustments for  panel surveys. L i t t l e  
and David (1983) presents prel iminary work on 
extensions of propensity weighting to panel sur- 
veys with monotone missing data patterns, such 
as ar ise from ~ t t r i t i o n .  B r i e f l y ,  le t  r j  ind i -  
cate response rj=l) or nonresponse (rj-O) in 
wave j ,  for  a survey with J waves. A sequence 
of propensity regressions p ( r l = l ) ,  p ( r 2 = l l r l = l ) ,  

p ( r3= l l r z= r2= l ) ,  p ( r j l r  I . . . . .  r j _ l = l )  can be es t i -  

mated, with predictors for  r j  consist ing of 

survey design variables and a l l  survey variables 
col lected on waves 1 , 2 , - . - j - l .  The crosssection- 
al weight for  wave j can then be computed as 

wj : [ p ( r l : l  ) p(r2=l Ir l : l )  . . .  

p ( r j = I I r l = l - - - r j _ l = l ) ] - i  , 

where the parentheses contain estimated response 
propensit ies from the regressions. Extensions of 
the response propensity method to non-monotone 
patterns appear less obvious. 

David Chapman 
-Final ly, I agree with David Chapman's remarks on 
subst i tu t ion as a viable a l te rna t ive  to imputa- 
t ion.  More theoret ica l  work seems needed on 
appropriate methods for  analyzing data that in-  
clude subst i tu t ions.  

I? 
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