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I. INTRUDUCTIUN

Clustering of sampiing units versus not clus-
tering units is a prime consideration in devel-
oping a sample survey. While a simple random
sample (of housing units, for instance) is an
appealing design, in practice it is not always
practical to implement a simple random sample.
Factors such as travel costs and preparation of
sample lists may make a cluster sample a more
econemical approach. Hwever, cluster samples
are usually less efficient in terms of variance
than simple random samples of the same size. The
setection of a cluster sample generally causes an
increase in the sampling variance due to the nhomo-
geneity of neighboring units. Standard texts in
sampling theory discuss the intracliass corre-
Tation coefficient as a measure of this homo-
geneity and its effect on the variance.

Specifically, the intraclass correlation coef-
ficient, 6, is a measure of the degree of homo-
geneity of the clusters relative to the total
variability. Tneoretically this coefficient can
vary from -1.0 to +1.0. In actuality, the coef-
ficient can only achieve a value of -1.0 in the
special case where there is an averaye of 2 cases
within each cluster. Negative values for the in-
traclass correlation in samples of housing units
discussed here are unusual, as attributes which
are substantially less homogeneous than would be
expected by chance are rarely encountered. Nor-
mally, values of the intraclass correlation co-
efficient for population and housing character-
istics run between 0 and 1. While references to
high positive and low positive values are often
seen, there is no simple probabilistic interpre-
tation of these values.

This measure of homogeneity, &, is dependent
upon both the between and within cluster vari-
ances. When units within the clusters are homo-
geneous, that is, they are highly correlated with
respect to the characteristic under study, the
variability within cluster is very small and the
between cluster variance would account for most
of the total variability. In this case the
intraclass correlation coefficient, &, would be
high positive, close to +1. But if the within
cluster variation were large, that is, units were
heterogenous with respect to the characteristic
under study, the between cluster variation would
account for a small part of the total variability
and the intraclass correlation coefficient would
pe small positive, possibly neyative. When the
sampling variance from a clustered samplie 1is
exactly that of an unclustered sample of the same
size, the intraclass correlation will be zero,
and the clusters would be approximately as homo-
geneous as might be expected by chance.

Past studies have shown that as the size of
the cluster increases, the measure of homogeneity
usually decreases. Small clusters or yroupings
exhibit a higher degree of homogeneity than larg-
er clusters, indicating that units which are
closer together are more similar than units which
are further apart. tbwever, the rate of decreasz
in homogeneity ordinarily is much slower than the
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rate of increase in cluster size. The national
estimates of the intraclass correlation coeffi-
cients which have been computed for this paper
uphold this fact. The attached table and graphs
present the intraclass correlation coefficients
for different cluster sizes and geographic dis-
agygregations for selected <characteristics col-
lected from all households in the 1980 Census.

Tis large bank of data contained no real sur-
prises.
The intraclass correlation coefficients in

this paper can serve as a guide when designing
household sample surveys. Along with discussions
of methodology for computing these measures, the
results obtained and potential applications are
discussed.
IT. RESULTS
Estimates of national intraclass correlation
coefficients were computed for a variety of char-
acteristics collected from each household in the
1980 census. Table 1 displays correlations §;
and &y (defined Tlater) for several characteris-
tics and cluster sizes at the U.S. level. Addi-
tional results are shown gyraphically in the at-
tachments; they were computed for clusters of
sizes 2, 4, 8, 16, and 32; one can interpolate
for sizes in between. Each graph represents one
characteristic and shows the values of & for
a given cluster size and geographic area. The &
values, which are lower, are not shown graphi-
cally but follow the same trends. Each graph is
accompanied by a legend which indicates the geo-
graphic area being considered and the range of
standard errors associated with that area.
Standard Metropolitan Statistical Areas ( SMSA)
viere used as a reference in developiny these yeo-
graphic disaygreyations. An SMSA is a unit which
ingludes a large population nucleus and nearby
comnunities whose activities form an inteyrated
sucial and economic system.
Relative to SMSAs, the following geoyraphic
areas are defined:
Metropolitan (M) - the entire SMSA;
divided into:
Central City (C) - an incorporated or
Census-defined place recoygnized as part
of the nucleus of the SMSA;
SMSA Balance (B) - within an SMSA but not
the Central City
Non-metropolitan (N) - not in an SMSA; also
divided into:
Non-SMSA Urban (U) - in places or areas
satisfying population density require-
ments, but outside an SMSA;
Non-SMSA Rural (R) - neither urban nor in
an SMSA
Total (T) - the total coverage of the cen-
sus, composed of the preceding areas.
Further clarifications of SMSA, central city,
urban and rural are given in many of the 1980
Census publications includinyg the PC80-1-B se-
ries.
All data in the table and represented on the
graphs are on a household basis, not a person
basis. Some of the characteristics (e.y., number
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of persons 65+ and number of bilack persons) are
identified by the number of persons in the house-
hold possessing the characteristic. The remain-
ing characteristics (occupancy status and owner
occupied with value > 90K) are tabulated by the
presence or absence of the characteristic.

Table 2 identifies all characteristics for
which intraclass correlations have now been com-
puted. Values for & and & at various geographic
and regional levels for all these character-
istics are available upon request from the au-
thors.

II1. METHODOLOGY
A. Sample Design

Data from the 1980 Decennial Census were used
to derive the measures of intraclass correlation
for this study. The sample used was comprised of
EDs sampled at the second stayge of selection of
the "Enumeration" or "E-sample" from tne 1980
Post Enumeration Program (PEP)}. The design of
the PEP was based on the first staye of selec-
tion of primary sampling units (PSUs) consisting
of counties or yroups of counties (townships and
MCDs in New Enyland and Hawaii) used in the full
sample (A/B/C/D/E) of the Current Population Sur-
vey (CPS) of April 1980. For the E-sample, cen-
sus enumeration districts (EDs) were sampled with
probability proportional to estimated size as the
next stage of selection, clustered by the four
digit ED code. That second staye of selection
was performed in two waves; the first according
to a preliminary measure of size, and the second
as a supplement to the first for EDs with proba-
bilities proportional to the increase in size, if
any, of revised estimates of size relative to the
preliminary measures. To simplify estimation,
double hits were allowed and doubly weighted.
The weights were the inverses of the products of
the first-stage probabjlities and the expected
number ¢f hits over the two waves of second stage
sampling, regardless of whether the hit was in
the first or second wave. This estimation pro-
cedure provides (design) unbiased estimates of
total.,

The E-sample for PEP involved a third stage of
selection of housing units and persons in group
quarters within the selected EDs. This third
stage of selection was not considered here; com-
putations are based on all enumeration within the
sampled EDs. Variances have been estimated based
on this PEP sampling design.

B. Cluster Formation

In forming clusters, housing units with all
characteristics imputed during census processing
from a neighboring unit were omitted from the
computation, since inclusion of these cases would
have resulted in an upward bias in the computed
correlation. For all characteristics shown, the
clusters were based on housing units regardless
of occupancy status. In attempting to form clus-
ters of units which were geographically contigu-
ous, housing units were grouped on the basis of
order of enumeration in the census (i.e., serial
number order) into equal-sized clusters of sizes
2, 4, 8, 16 and 32. Block boundaries were ig-
nored. Whenever the total number of households
in the ED universe was not an exact multiple of
these cluster sizes, the remaining households
were dropped from the analysis.
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C. Computations

Two formulae for computing intraclass correla-
tion were used and are defined below. The first,
81, measures the intraclass correlation over all
clusters in the stated universe and therefore in-
cludes the variation between EDs. This measure
specifically indicates the correlation evident in
housing units of varying cluster sizes and char-
acteristics if the clusters were randomly chosen,
independent of ED. The second, 8y, provides a mea-
sure of intraclass correlation reflecting strat-
ification by ED. Computations were made at the
ED level and weighted over EDs. These correla-
tions therefore are appropriate for samples chos-
en within EDs or for highly stratified samples in
which the effect of between ED variance is effec-
tively removed.

Intraclass correlations were computed for
specific geographic areas by the methodology de-
scribed below. Defining,

X3 ik as the observation in the ith household,
jth cluster and kth gp,
n as the cluster size, or number of house-
households in each cluster,
as the number of clusters in the kth ED,

m

mk as the total number of clusters in the
specified geographic area, and

p as the total number of EDs in the speci-

fied geographic area,
the followiny computations were made:
1. For each cluster in each ED, x, ik (the
aggregate for the jth cluster and ktN gD) and
X %k were determined as:

n
Xugk =L Xijk
i=1
n
k= I xijk?
i=1

2. For each ED, x, .k (the aggreyate for the
Ktn ED), x..zk and x.2k were determined as:

my

Xok = L X,jk
J=1
M

&= L (xgk)?
J=1
mg

x2k= I x. %
J=1

3. For each geographic area, x,
gate for the geographic
x ,2,, were determined as:

.. (the aggre-
area), x,, 2, and



4, Non-stratified measures of intraclass cors
relation for the specified geoyraphic area were
determined as:

’_X 2 - (x,,.)¥m

“e o sae

8 = -1 {n-1)

I x 2 - (x.. ) %¥nwm

Measures at state {(or higher geographic) levels
were computed as:

(X..20) - (.0 }
8 = -1 (n-1)

(x.2.) - (x..)%n o

where the summation was over all geographic areas
at this level and }m was the total number of clus-
ters at this level,

5. Stratified measures of intraclass corre-
lation for the specified geographic area were
determined by computing:

| |
| 0%
§,= | _¢ -1 (n-1) where
"
n
I |
2 |l o 2 '~1
o = 3 | x -(x ) m and
A e / k_'
2 B 2 B
o = 3 |x - (x ) nem
" T A k™ Xk k

("c" for compact and "n" for non-compact).

Measures at state (or higher geographic) Tlevels
were computed as:

Lo?
c

-z

8§, =

2 -1

where the summation was over all geoyraphic areas
at this level.

(n-1)
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D. Limitations

In attempting to form clusters of housing
units which were geographically contiguous, the
units were grouped on the basis of their order of
enumeration in the census. This was done usiny
the census serial number as the basis for ygroup-
ing. It was assumed that adjacent serial numbers
and nearest housing units were synonymous. In
fact, this is not always true. For example, when
a housing unit was added to the address listing
book, it was wusually added at the end of the
block in which it was located and the next avail-
able serial number in that enumeration district
(ED) was assigned. This tends to siightly bias
the data in that a small number of the clusters
which were formed may not have been nearest
neighbors,

Since the calculations were based on a sample
of EDs, the estimates are affected by sampliny
error. Standard errors for national coefficients
are generally no more than .02 or .03, but errors
for yeographic detail or characteristics defined
for minority groups are somewhat higher.

IV.  APPLICATIONS
A. Sample Design

Various sample designs should be considered in
making a decision on the most cost effective sam-
pling methodology. Cluster sampling will usually
result in an increase in variance over simple
random sampiing although travel and enumeration
costs associated with clustering will usually be
less. Relative efficiencies of cluster designs
are dependent on:

1. the degree of homogeneity within a clus-
ter (8,

2. the average cluster size (n), and

3. the cost associated with data collection.
B. Desiygn Effect

For a specified cluster size (n) the variance
for cluster sampling can be obtained by multi-
plying the variance under simple random sampling
by the design effect, ¥=1 + § (n-1), when-
ever clusters are equal in size. If the sample
size is fixed and § is greater than 0, two ex-
treme situations exist when n=1 and n=N. In the
first instance, Y collapses to 1 and the vari-
ance for sampling clusters of size 1 is the same
as the variance for simple random sampling. When
n=N, or the entire primary sampling unit (psu) is
included in the sample, the variance reaches its
highest level. Any increase from n=1 will result
in an increase in the variance for a fixed sample
size.,

The data in Table 1 can be used to estimate
the design effect, and thus the increase in the
variance due to the use of specific cluster sam-
ple designs. An example of this application
appears below.

EXAMPLE

Suppose a survey is being designed to measure
the value of owner occupied homes. Suppose also
that the characteristic of "owner-occupied, value
$90,000 or more" from the 1980 census is chosen
as the key variable for purposes of design. The
effect of clustering will depend on how the clus-
ters are selected. If the universe is, in ef-
fect, divided into clusters of approximately size
32 but no stratification is performed, then the
value of & = .433 for n = 32 (from Table 1)
implies a design effect of ¢ =1 + § (n-1) equal




to 14.42. If, instead, the survey designer is
able to draw a multi-stage sample by selecting EDs
with probability proportionate to size according
to a highly stratified design and then, by
selecting compact clusters of size 32 within
these EDs, the best outcome that could be ex-
pected would be based on & = .161 (from Table
1) implying ¢ = 6.0. In practice, a somewhat
higher ¢ would probably be encountered.

In contrast, clusters of size 4 would do no

worse than ¢ = 2.47 based on & = .493 (from
Table 1) and could do as well as ¢ = 1.72 with
& = 240 with careful stratification. Thus,

cluster size and effect of stratification both
have important effects on the reliability of the
estimates from a sample of fixed size.
V. Conclusions

In summary, it is hoped that these intraclass
correlations calculated using 1980 census data
will prove helpful to users who are formulating
sample designs. They can be used to help deter-
mine whether clustering of sampling units should
be considered. Once it is decided to cluster,
they can also be used to help determine the ap-
propriate size of cluster.
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Table 1: Intraclass Correlations by Cluster

Size - U.S. Level

Size of Cluster
Characteristic |Corre-
lation| 2 4 8 | 16 | 32

Number of Per-| & |.126].120|.111|.103}.096
sons, 65+ 82 .0681.061| .053|.045|.037
Number of 8 5271.510] .492] 474 .455
Black 87 .228).201).173| .146|.118
Persons

Number of His-| &1 .350§.332|.317| .301} .287
panic Persons 82 |.136].114|.094|.074).058
Occupancy 81 .303) .283]| .263| .242| .222
Status 8 .176].153|.130.107] .086
Owner Uccu- 81 |.508].493].476| .456 .433
pied, value 82 2601 .240].216].190]| .161
> 9UK

Black Renter 81 .3961.377| .354.331].310
Uccupied, rent 8y 219.196]( .168] .142] .118
> 100
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Table 2: Available Data

Age/race/household size characteristics

Number
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number

of

Household
Household
Household

persons in occupied households
black persons *
hispanic persons *
persons, 55+

persons, 65+ *

black persons, 65+
hispanic persons, 65+
children, 5-17

black children, 5-17
hispanic children, 5-17
persons, 16-21

has > 1 person age 65+
has 6+ persons

has 1+ persons per room

Income-related characteristics

Household lacks plumbing
Household is renter occupied, rent < 100
Household is black renter occupied,

rent < 100*

is
is
is

Household
Household
Household

renter occupied, rent
renter occupied, rent
renter occupied, rent

100-149
170-179
200-224

Household
Household
Househoid
Household
Household

is
is
is
is
is

owner
black
owner
owner
owner

occupied, value
owner occupied,
occupied, value
occupied, value
occupied, value

< 20K

> 90K *
> 100K

Other housing characteristics

Occupancy
Household
Household
Household
Household
(10+ units)
Household is year-round occupied
Household is mobile home or trailer

status *

is renter occupied

is owner occupied

is occupied condominium

is part of multiunit structure

* Data provided on graphs and/or in table 1.

value < 20K
20 - 30K
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