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The Energy Information Administration 
(EIA) assesses its principal data series 
on an on-going basis. The results of 
these assessments are presented in EIA 
publications; the most recent is entitled, 
An Assessment of the Quality of Principal 
Data Ser1~es of the _-E_n~g~ Inf-o-rma~on 
Admin~s-~r-atl--~o~,~~ These reports f~-des- 
cribe and document what is known about a 
data series to avoid misinterpretation 
and misuse, 2) compare EIA estimates with 
other series that may present similar in- 
formation to explain differences between 
the sources if any are found, and 3) 
document any discontinuities in a series. 
For the 1982 assessment ~I~, we obtained 
information on the accuracy\" of a portion 
of EIA estimates of volumes of petroleum 
products and natural gas, and estimates of 
prices of petroleum products by examining 
both monthly and annual data. The time 
period covered for monthly estimates was 
from 1977 to mid-1981. For annual 
estimates, the time period covered was 
from 1977 to 1980. 

To assess accuracy we used several 
statistical techniques, e.g., regression, 
nonparametric tests, and Cumulative Sum 
charts that are generally used in other 
contexts. In addition, we used a variety 
of graphs. In this paper we present 
examples of how these techniques and 
graphs can be used to assess data series. 

Assessing Accuracy 

Accuracy, as used in our assessments, 
denotes the closeness of a data series to 
the quantity intended to be measured, 
i.e., the true value. If the true value 
were known or if a reliable benchmark were 
available, accuracy could be quantified 
easily. In the absence of such informa- 
tion, an alternative is to examine the 
systematic and random components of error. 

The surveys on which our reference esti- 
mates (the series that we have chosen to 
assess) are based are complete enumera- 
tions, so there is no sampling error. We 
therefore checked for the existence of 
nonsampling error, for example, selection 
error, nonresponse and processinq error. 

Nonsampling error was examined by i) re- 
viewing validation studies that were 
conducted in the petroleum and natural gas 
areas, 2) using graphs to identify 
outlying observations, and 3) performing 
consistency checks. 

Further research was conducted to deter- 
mine whether these outlying observations 
were the result of nonsampling error. 
With respect to the consistency checks, 
following is an example in the price area. 

Wholesale prices should be lower than 
dealer tankwagon prices, which in turn 
should be lower than retail prices. We 
inspected the data to determine whether 
that was, in fact, the case. If the data 
were not in the expected order, it could 
be an indication of an error. 

In addition to checking for the existence 
of nonsampling error, we compared the 
reference estimate with any similar 
estimate. Comparisons do not address the 
issue of accuracy directly in the sense 
that when there are differences the 
question of which is the accurate series 
remains. However, the approach raised 
questions about specific features of each 
data collection system. Also, if two 
independent series are found to correspond 
closely, it increases confidence in the 
accuracy of each. Furthermore, compari- 
sons can indicate the range of estimates 
from different measurement approaches. In 
some cases, the various estimates bound 
the target values. Comparisons can also 
indicate when the relationship among 
series has changed. 

Comparisons were made through the use of 
descriptive statistics, by fitting 
regression lines to data from different 
series and by computing correlation 
coefficients. We used regression and 
correlation to get an overall measure of 
the correspondence between the series. In 
addition, we used cumulative sums (CUSUMS) 
and nonparametric tests such as the sign, 
rank and runs tests. These methods were 
used for demonstration purposes in the 
1982 assessment. Prices of low-sulfur 
residual fuel oil from the FPC-423 
("Monthly Report of Cost and Quality of 
Fuels for Electric Plants") and the 
EIA-460 ("Petroleum Industry Monthly 
Report for Product Prices") surveys were 
used as sample data. 

Use of Validation Studies 

In examining annual data on estimates of 
additions to and withdrawals from storage 
for natural gas, we noted some discrep- 
ancies between the reference and compara- 
tive estimates (Table I). The reference 
estimate is based on the "Supply and Dis- 
position of Natural Gas" survey (Form 
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Table i. Estimates of Underground Storage of Natural Gas 
in the United States, 1977-1980 
(Billion cubic feet, 14.73 psia at 60 degrees 
Fahrenheit) 

Estimate and Source 1980 1979 1978 1977 

Addition to Storage 

Reference Estimate 
EIA-191/FPC-8 Estimate 
AGA Estimate 

Withdrawals from Storage 

Reference Estimate 
EIA-191/FPC-8 Estimate 
AGA Estimate 

1,896 2,295 2,27~ 2,307 
2,048 2,361 2,328 2,396 
2,057 2,285 2,271 2,303 

1,910 2,047 2,158 1,750 
2,087 2,036 2,180 1,775 
2,114 2,057 2,151 1,736 

EIA-176). The first report year for that 
form was 1980 and that was the only year 
for which data were available when we 
were doing our assessment. In previous 
years EIA used data from the American Gas 
Association (AGA) to develop estimates. 
EIA adjusted the AGA estimates before 
publication, which explains why the pre- 
1980 AGA and EIA estimates are similar but 
not identical. In addition to the AGA 
estimates, there were comparative esti- 
mates available from another set of EIA 
surveys, Form EIA-191 and FPC Form 8, 
which are called theUnderground Natural 
Gas Storage Report. As shown in Table i, 
the 1980 reference estimates are consid- 
erably lower than the comparative esti- 
mates. In addition, the reference 
estimate showed a decrease in withdrawals 
between 1979 and 1980 while the compara- 
tive estimates showed an increase. 

Validation studies were conducted for both 
the EIA reference and comparative surveys. 
These studies noted that there were report- 
ing or processing errors in both surveys, 
and so it was difficult to pinpoint the 
exact source of the discrepancy between 
the reference and comparative estimates. 
In the case of the reference survey, the 
validation study noted several types of 
errors made by respondents. The most 
important were misreporting of state 
border transactions and the confusion 
between equity and custody. Respondents 
are required to report on a custody rather 
than an equity (ownership) basis on Form 
EIA-176. However, not all respondents did 
so. The study noted a source of the 
problem. Accounting departments keep 
their records on an equity basis while the 
gas control departments keep records on a 
custody basis. These departments may be 
in separate locations. If the form is 
filed in the accounting department, it is 
often difficult for a respondent to 
provide the data on a custody basis. 

In the case of the Underground Natural Gas 
Storage Report (the EIA comparative 
estimate), respondents are required to 
file biweekly during the heating season 
and monthly during the remainder of the 
year. Because of the short reporting 

period during the heating season, respond- 
ents frequently submit estimates and then 
file revisions. Problems have been found 
in processing the revisions. On a more 
positive note, the figures for additions 
to and withdrawals from underground 
storage are closer for report year 1981 
for the reference and comparative 
estimates than for report year 1980. In 
addition, Form EIA-176 has been revised 
for report year 1982, and the instructions 
have been expanded to clarify and empha- 
size the reporting on a custody basis. 

Graphs 

We plotted maximum and minimum and 10th 
and 90th percentile values as a percentage 
of the mean for several time periods to 
determine whether the relationship had 
changed. A change could be indicative of 
an aberration. Consider the graph shown 
in Figure 1 for wholesale no-lead gasoline 
as an example. Note that the shape of the 
distribution changed in September 1977. 
The minimum value appears too low by a 
factor of ten, probably the result of a 
slipped decimal. Correcting this value 
increased the average by only 0.08 percent. 
As the June and July 1979 maximum whole- 
sale no-lead prices were about 200 percent 
of the weighted average prices, we initial- 
ly thought these values were processing 
errors. However, we found that these 
values did, in fact, correspond to what 
the respondents reported. For some of the 
EIA-460 prices, the highest prices were 
obtained from respondents that were cited 
for price overcharges. In addition, we 
found that there was consistency between 
monthly values reported by a particular 
respondent; i.e., the lowest prices are 
shared among only a few respondents and 
the highest prices are shared among 
another group of respondents. 

Figure I. Variations in Company-Based Monthly Wholesale 
Prices of No-Lead Motor Gasoline, January 1977- 
June 1981 (Updated File of EIA-460 Submfssions) 
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Consistency Checks 

Inspection of motor gasoline data on whole- 
sale, dealer tankwagon (DTW) and retail 
prices from the EIA-460 survey showed that 
the prices by grade were generally in the 
expected order. Unexpected relationships 
occurred when prices were increasing 
rapidly in 1979. For several months in 
1979, DTW prices were lower than wholesale 
prices for regular gasoline. In addition, 
DTW prices were lower than wholesale 
prices for no-lead gasoline for two months 
in 1979. Prices by type of sal=s for 
regular gasoline are shown in Figure 2 ~s 
an example. 

Figure 2. Average Monthly Prices, by Type of Sale, of 
Regular Motor Gasoline, January 1977-June 1981 
(Monthly Petroleum Products Price Report) 
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Regression 

We ana]yzed monthly data bv using ordinarv 
linear least squares regression: 

Ik 

Y. = a + bX. + e. 
1 1 1 

wher~ 
Y. = estimated value of Y. basea 
1 1 

on the reqression eauation, 

Yt' = estimate of specific pro- 
cess, (for example, reference 
estimate of volume of motor 
gasolinel , 

X. = a]ternate estimate of the 
1 

Process, (for example, FHWA 
estimate of volume of motor 
gasoline) , 

e. = imprecision or unreliabil- z 
ity in the measurement, 

a,b = two constants in the linear 
regression line, determined by 
the method of least squares. 

A separate regression line was fit for 
each comparative estimate. We used the 
comparative estimates as the independent 
variables and the reference estimate as 
the dependent variable. A summary of the 
results for motor gasoline is presented in 
Table 2. The reference estimate in this 
example was from the Joint Petroleum 
Reporting System (JPRS). We were parti- 
cularly interested in the magnitude of the 
"a" and "b" coefficients. The "a" coef- 
ficient represents a relatively constant 
bias in estimation throughout the range of 
observations. That is, one of the meas- 
urements may be consistently lower or 
higher than the other. 

The correlation coefficients between the 
reference estimate and the comparison 
estimate exceeded 0.88. A standardized 
residual of greater than 2 was observed 
for November 1980 in the Federal Highway 
Administration (FHWA) comparison. By 
1980, the gap between the FHWA and EIA 
reference estimates had widened. A study 
of gasoline data systems concluded that 
the EIA reference estimate missed certain 
secondary sources of gasoline supply. 
Beg inning in January 1981, blending 
stations were added as respondents to Form 
EIA-87 (EIA reference estimate) and 
definitions were changed to reflect better 
the flow of products at refineries. 

The Durbin-Watson (D-W) test statistic was 
computed to determine if the residuals 
correlated over time. The D-W test 
statistic for the FHWA and American 
Petroleum Institute (API) residuals was 
slightly over 2, indicating that the 
residuals are uncorrelated, while the D-W 
test statistics for EIA-25 and the P-306 
residuals were 0.546 and 0.848 
respectively, indicating correlation over 
time (e = 0.05, two-sided test, 54 
observations). A cyclical pattern is also 
evident in the residuals for the P-306 
regression, showing that the regression 
fit is not constant over time. 

Despite the problem of time dependence, we 
found regression and correlation to be 
appealing methods because they provide an 
overall measure of correspondence between 
the series. It would be preferable to 
submit first order differences between 
present and previous values to correlation 
and regression analyses rather than the 
datapoints themselves. When we re-analyzed 
the EIA-25 monthly data in this way, the 
problem of serial correlation was elimi- 
nated. The correlation coefficient in 
this situation was only slightly lower 
than the one shown on Table 2 (0.87 
compared to 0.89) . 

205 



Table 2. Summary Results of Regression Analysis for Motor Gasoline Using JPRS 
Volume Estimates (Thousand of Barrels/Day} As Dependent Variables 

Independent 
Variables 

Standard 
Error of 
Regression Months With 

Constant Slope Standard Correlation (As percent Standard 
Term Coeff. Error Coeff. of JPRS Residual 
(a) (b) of (b) (r) mean) >2, <2 

Durbin 
Wa t so n 

Test 

EIA-25 1,266 
FHWA 497 
API (Old Basis) 712 
P-306 1,114 

0.784 0.057 0.887 2.8 
0.896 0.052 0.923 2.3 
0.899 0.051 0.925 2.3 
0.814 0.045 0.929 2.3 

11/8o 
0.546 
2.193 
2.375 
0.848 

Nonparametric Tests 

From one point of view, the most desirable 
tests for randomness of difference and 
existence of trend in the differences are 
those that do not rely on prior specifica- 
tion of the distribution of the series. 
These nonparametric tests are especially 
important for energy data because there 
have been dramatic changes in the shape of 
the price distributions, particularly when 
prices are changing rapidly. We used the 
sign test to test for trends in the 
difference between two price series: 
estimates of low-sulfur No. 6 residual 
fuel oil prices from the EIA-460 and 
FPC-423 surveys. These series are not 
strictly comparable, however, because the 
FPC-423 survey collects data on the cost 
of receipts from electric utilities only, 
whereas the EIA-460 survey collects data 
on the retail selling prices from 
refiners, large resellers and retailers. 

The idea behind the sign test for trend is 
to pair earlier observations with later 
observations and to test whether the first 
member of the resulting pairs tends to be 
larger (smaller) than the second member. 
If there are 2N observations, the proce- 
dure is to split tb~ series in half and to 
s~tract the N + i ~ observation from the 
z , i ranging from 1 to N. The sign of 
the difference is recorded and the Binom- 
ial test is then applied to this series. 

The pairs formed from the residual fuel 
oil price differences are shown in Table 
3. There are nine negative and six 
positive siqns. This is not sufficiently 
different from the expectation under an 
equally likely random assignment of signs 
to indicate a trend at the 10-percent 
level. 

While the sign test is easy to apply, it 
is not particularly powerful. It more 
frequently accepts the maintained hypoth- 
esis of no trend when there is a trend 
than do competing tests. The rank test, 
which is based on Spearman's rank correla- 
tion coefficient, is more Dowerful than 

. 

the sign test but requires more computa- 
tion and is less generally applicable. 

The rank test operates on the rank order 
of the data. An increasing trend should 
produce large values late in the series 
and a decreasing trend should Droduce 
l~ge values early. The rank of the 
i observation, R i)( , is subtracted from 
its chrono!oqicel order i and the result 
is squared. When two or more observations 
are the same, each is assigned the average 
rank. The smallest observation would have 
rank i and the largest would have rank N. 
The test statistic is based on the sum of 
the squares. If the differences between 
two data series increased monotonically 
throughout the time period, the sum of 
squares would be zero. If they decreased 
throughout, the sum of squares would 2 
achieve its maximum value of (]/3)N(N -I). 
Thus, very small or very 13rqe values 
indicate a trend. When there are no ties 
in the ranking this amounts to using 
Soearman's rho correlation coeffi-ient as 
the test statistic. 

The rankinq of the price data differences 
is shown in Table 4. The sum of the 
squares of 30 price differences is ~,236. 
According to tables in Conover [2~, this 
value is neither large enough nor small 
enough to suggest a trend at the 
10-percent siqnificance level. 

Table 3. Illustration of the Sign Test for Trend 

First 15 Observations Second 15 Observations Sign 

-0.41 0.83 - 
-I.00 -2.29 + 
-1.02 -1.02 + 
-1.65 0.71 - 
-1.73 -0.16 - 
-1.42 0.47 - 
-3.40 1.97 - 
-1.97 -0.47 - 
-1.42 -1.43 + 
-0.91 -1.34 + 
-2.23 -1.21 - 
-1.87 -2.05 + 
-1.79 -0.35 - 
-0.72 0.71 - 
0.23 -0.63 + 
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Table 4. Illustration of the Rank Test for Trend 

Pr ice Mag ni ~ ud e Time 
Difference Order Order R i - i 

R i i 

-0.41 23.00 1 22.00 
-i.00 18.00 2 16.00 
-1.02 17.00 3 14.00 
-1.65 9.00 4 5.00 
-1.73 8.00 5 3.00 
-1.42 12.50 6 6.50 
-3.40 1.00 7 -6.00 
-1.97 5.00 8 -3.00 
-1.42 12.50 9 3.50 
-0.91 19.00 I0 9.00 
-2.23 3.00 II -8.00 
-1.87 6.00 12 -6.00 
-1.79 7.00 13 -6.N0 
-0.72 20.00 14 6.00 
0.23 25.00 15 10.00 
0.83 29.00 16 13.00 

-2.29 2.00 17 -15.00 
-1.62 i0.00 18 -8.00 
0.71 27.50 19 8.50 

-0.16 24.00 20 4.00 
0.47 26.00 21 5.00 
1.97 30.00 22 8.00 

-0.47 22.00 23 -I.00 
-1.43 11.00 24 -]3.00 
-1.34 15.00 25 -10.00 
-I • 19 16 • 00 26 -I0.00 

-2.05 4.00 27 -23.00 
-1.35 14.00 28 -14.N0 
0.71 27.50 29 -i. 50 

-0.63 21.00 30 -9.00 

(Ri-i]) 

484.00 
256.00 
196.00 
25.00 
9.00 

42.25 
36.00 
9.00 

12.25 
81.00 
64.00 
36.00 
36.00 
36.00 

i00.00 
169.00 
225.00 
64.00 
72.25 
16.00 
25.N0 
64.00 
1.00 

]6g.00 
I0O.00 
i00.00 
529.00 
196.o0 

2.25 
81.00 

1 Note that the tied observations (numbers 19 and 29) are 
assigned the average rank. 

Cumulative Sum (CUSUM) Charts 

Cumulative Sums (CUSUMs) have been 
particularly successful in industry in 
detecting process drift due to shifts in 
calibration, tool wear and similar forms 
of deterioration. Analogous problems in 
energy data collection, such as frame 
deterioration and unanticipated supplies 
from outside the sample universe, may be 
detectable by CUSUM techniques. 

The CUSUM is based on ideas put forward by 
E.S Page in 1954. It is well adapted to 
detecting abrupt changes in a parameter 
value (mean, proportion defective) As 
described in [3], the CUSUM contro{ chart 
can be regarded as a sequential sampling 
procedure "in reverse." We used CUSUM 
charts to detect changes in relationships 
between price estimates of low-sulfur No. 
6 residual fuel oil from the EIA-460 and 
FPC-423 surveys (Figure 3). CUSUMS are 
generally calculated by taking the 
difference between an observation and a 
target value. In our situation, we 
considered the difference between the two 
series to be our observation with zero 
being the target value. Figure 3, 
therefore, shows the cumulative sum of the 
differences between the two series. 

To determine whether the process is out of 
control, a chart called a V-mask (horizon- 
tal V) is superimposed successively over 
the most recent cumulative sum. If either 
of the legs of the V-mask is cut by the 
CUSUM, then the process is out of control. 
In Figure 3, the V-mask is superimposed at 

the observation at which the process is 
first found out of control (marked with a 
circle). Construction of the V-mask 
requires explicit decisions on acceptable 
levels of both false alarms and undetected 
process changes. It also uses criteria 
relating to possible bias, i.e., expected 
magnitude of the change in process. 

Figure 3. Cumulative Sum of Differences Between 
FPC-423 and EIA-460 Surveys of Monthly 
Prices of No. 6 Residual Fuel oil CLess 
Than 0.3 Percent Sulfur) January 1979 

and June 1981 
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V-mask is superimposed on the observations successively. 
In the diagram it is on the observation marked with a 
circl~ which is the point where the process is first 
found out of control because the legs intersect the 
trace of the cumulative sums. 

In our example, the e- level, the 
probability of a false alarm was set at 
approximately 0.]. 

The parameters necessary to construct the 
V-mask, 0 and d can be obtained from the 
following relationships specified in 131. 

1 
tan 0 = ~ g 

2 
d =- in 

2 -g 

where 

d is the distance from the value beinq 
evaluated to the apex of the "V," 

0 is half of the anqle formed bv the 
"V," and 
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g is the change in the parameter that 
we want the CUSUM to detect with fair 
certainty (we specify g). In this 
example, g = I. 

An uncertainty parameter, denoted as k, 
can also be built into the CUSUM 
computations. This parameter, subtracted 
from the ongoing Cumulative Sum at each 
observation DQint, absorbs random 
fluctuations. [4~ 

Some Limitations of Our Approaches 

First, fully comparable systems seldom 
exist. Second, the comparative series may 
not have been validated. Therefore, 
discrepancies between series do not 
necessarily represent inadequacies in a 
series, but rather the need for further 
research to explain and/or resolve the 
differences. 

Some of our methods (e.g., regression and 
CUSUMS) assume independence in either the 
residuals or the successive measurements. 
Data indexed over time do not always 
exhibit i.i.d. (independently and 
identically distributed) characteristics. 
Johnson and Bag shaw [5~ found that the 
time required to detect a change using the 
CUSUM test is shorter with positive (+) 
first order autocorrelation, i.e., depend- 
ence between successive observations. 
Time needed to detect a change is longer 
with negative (-) first order autocorrela- 
tion. We have observed a positive first 
order autocorrelation in several of the 
series. In addition, there are questions 
about how robust CUSUMs are to misesti- 
mates of the standard deviation. Never- 
theless, CUSUMs have proven to be very 
useful in a variety of quality control 
applications. 

Recommendations for Further Research 

There are primarily two areas that we 
believe need to be explored further. The 
first is the way in which monitoring of 
differences between energy data series and 
testing for statistical significance are 
conducted in the presence of time 
dependence or autocorrelation within each 
series. The second area that calls for 
further research deals with methods to 
compare more than two data series. 

Correction for autocorrel at ion in appli- 
cations of the Cumulative Sum charts 
may be accomplished by first fittinq a 

~ ime-series model, such as Box-Jenkins 
6J, to reduce or eliminate the 

autocorrel at ion effect, then by using 
CUSUM charts on the residuals from the 
model [7J. Box-Jenkins models use a set 
of linear filters, autoreqressive (p), 
differencing (d) and moving average (q) 

which transform the data series so that 
successive data are not autocorrelated. 
We have demonstrated the applicability of 
time-series methods in [I~; their use for 
monitoring with CUSUMS is a future 
recommended application. 

In our applications so far we have dealt 
with comparinq only two series with each 
other. In reality, for most energy data 
there are more than two sources, within or 
external to EIA. Comparing more than two 
series demands an approach to isolating 
concordance in the multiple time series 
data. Methods associated with analysis of 
variance (ANOVA), for example, may be 
explored to address this issue. 

Summary 

In summary, we assessed a portion of EIA's 
estimates of petroleum volumes, petroleum 
prices and natural gas volumes by examin- 
inq sources of nonsampling error and by 
comparisons with other series. In addi- 
tion, we investigated statistical tech- 
niques that could be used for comparing 
past enerqy series and for monitoring 
ongoing series. These techniques include 
regression, nonparametric tests, and 
cumulative sum charts. We also presented 

_ 

suggestions and recommendations for 
further research and applications of these 
methods to energy data series. 
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