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Section I: Overview

Using the National Crime Survey (NCS) to esti-
mate the proportion of households victimized
during a year presents a problem in longitudinal
imputation. It takes two NCS interviews, with
their six-month reference period, to cover a
twelve-month period of time. For some sample
units, one of the two interviews is missing.
However, it still may be possible to use the
information from the available interview. To do
so requires some assumptions about the joint
distribution of victimizations during the two
interview periods.

One approach is to assume that the probability
distribution for the units with missiny data is
exactly the same as the distribution for those
with complete data. Adjustment factors calcu-
lated from the complete observations are then
applied to the incomplete observations, in such
a way that the resulting "empirical” estimator
is consistent if the assumption is correct. The
present published estimates of the proportion of
households victimized in a year are calculated
using this approach.

A potentially superior approach is to assume
that the joint distributions of the missing data
and the complete data are members of the same
family of distributions but may have different
parameters. The parameters can be estimated
from the available data on incomplete cases and
used to adjust for the missing data.

This model-based approach stems from work by
Eddy, Fienberg, and Griffin [1]. Three speci-
fic families of distributions were suggested
for this problem by those authors. They used a
slightly different approach from the one used
here, in that they assumed the same parameters
for the missing and complete data; they showed
how the entire available data could then be
combined to estimate the parameters in an effi-
cient manner, assuming the model is correct.

A question about the modelling approach is
whether use of an inappropriate model for crime
data can result in misleading estimates and, if
so, how to determine what models give good
results. Crime is a complex phenomenon which is
uniikely to fit a simple model exactly. Victimi-
zation is known to exhibit seasonal fluctuations,
is known to have some correlation for neighboring
households and correlations from interview to
interview for the same household, and is known
to occur at very different rates for different
kinds of households. The models considered in
this paper refiect some of these aspects of
victimization, but only in a crude way.

This paper proposes a comparison of these
models by examining their fit to the NCS data.

It also examines the effect of usinyg an estimator
based on one model when the data in fact fit a
different model.

Some of the NCS data needed for these compari-
sons and tests of fit were not available when
the paper was prepared. Consequently, the ques-
tion about the effect of using the wrong model
has been addressed using hypothetical parameter
values which are consistent with the available
data. The results indicated that the model-based
estimators may do much worse than the "empirical"
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or "ad hoc" estimators if the wrong model is
used. Thus a test for fit of the model is
essential. Suggestions for future work are
presented.

Section II gives a summary of the problem.
Section III and IV present the models. Section
V discusses problems in applying these models to
the NCS. Section VI gives the results of the
comparison of the models, Section VII discusses
the results, and Section VIII gives recommenda-
tions for further work.

The models presented here could be applied
more generally to any characteristic of in-
terest. Examples may be a person attending a
sporting event in a given month, purchasing
an article of clothing, or going to a concert.
Some recreation-related supplements to the NCS
might also use estimators based on models
similar to those shown here. twever, the
models examined here focus on modelling crime
data.

We wish to thank Jenell P. Avent, Joan E.
Georye, and Donna M, Littleford, our secre-
taries, without whose infinite patience and
assistance this paper would never have been
finished.

Section II: Summary

The following is a simplified statement of
the problem. Define two random variables,
Zland Zz’ for which Z1 =1

if the selected housing unit ( HJ) has the charac-
teristic of interest (for example, some type of
victimization) in the ith nalf year, and Z1 =

0 if not.
The population is divided into three groups,
A, B, and C, for which (Zl, ZZ) may have

different unknown joint probability distribu-
tions Pp, Pg, and Pgc. (For for any event

E, Py (E) denotes the probability that the
event occurs for an individual selected from
group A.) A sample of HUs is selected from
each group. It is assumed that the sample
design is ignorable. For sample HJs from group
A, both Z1 and 22 are observed. Only Z1 is

observed for HUs from group B, and only Z2
is observed for group C HUs.

OQur is goal to find consistent estimators for
Pp(Z,=1or Z,=1) and

Pc(Z1 =1orl =

S 1.

A consistent estimator

for PaA(Z, =1 or 1 =

5 1) is already available

from the corresponding sample proportion for
group A. Since we can obtain consistent esti-
mators for the proportion of the population

in each group, this will allow us to find a
consistent estimator of the overall probabil-

ity that an HU had the characteristic of interest
at some time during the year.

As applied to the National Crime Survey's
estimate of the proportion of households vic-
timized in a year (the so-called "touched by
crime" estimator), this is an oversimplified



statement of the problem. Section V discusses
the actual problem in greater detail. The
estimator now in use imputes the missing data
for groups B and C by assuming Py = Pg =

Pc. (Evidence from the survey suggests that
Pa, Pg, and Pc are fairly similar.) Section
111 describes this "ad hoc" estimator and

also provides an alternative estimator which
is consistent under the weaker assumptions
that o (2}, Z,) = ¢, (2,5 Z,) = o (2}, Z))

(where, for example, pp denotes denotes the
correlation between Z1 and 22

in group A), and that

PA(Z; 1) PB(ZF1) Pe(Z71)

PA(Z=1) Pp(Z=1) Pc(Z7=1).

Another alternative suggested by Griffin [2]
is also described. These are method of moments
estimators which rely on the fact that a uniform-
1y continuous function of a sample proportion is
a consistent estimator of the same function of
the corresponding probability.

A more interesting approach is inspired by
Eddy, Fienberg, and Griffin [1]:
(1) Define Xx’ Xz’ X3, and Xq to be zero-
one random variables indicatiny
respectively whether a HU had the
characteristic in each of the
four calendar quarters. Hence Z1 =1

if X2 =1 or X1= 1

and Z2 =1 if X3 =1 or Xq =1,
Assume a parametric model,
f(xl, Xps Xgs X035 0) for the discrete

discrete probability function for Pp,
Pp, or Pc, with a vector of para-
meters © = 04, ©p, Or O,
respectively.

Examine the fit of the model for
Group A by comparing f(xl, Xy X

(3)
3’
Xy 6A) with the empirical distribution,

for all values of X5 X, x3 and Xu’

where 6A is the maximum 1ikelihood
estimator (MLE) for group A. If the fit is
acceptable, proceed to step (4):

Obtain the MLE 8p based on the observa-
tions of X N and X2 for Group B.

Then find Pg by applying the
relationship Pg (Z1 =loriZ,= 1)

=1 - f(0, 0, 0, 0; op) .
Similarly, ©¢ is estimated from
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the observations of X3 and Xq, and P¢

is found by Pc (Z, =1 or Z,s= 1)

1
=1 - f(0, 0, U, 0; o).

The estimates for yroups B and C are then
combined with an estimate for group A,
which is the observed sample proportion
Pa*(Z, =1lor Z,=1)

(5)

The model-based approach we present here
differs from that of [1] in several respects.
Their work uses data for each of the twelve
months rather than four quarters. We have used
quarters for this initial study to simplify the
computational problem. They also estimate (0,
0, 0, 0; @), which is the proportion of HJ in
the population which did not have the character-
istics during the year. 7As the problem applies
to the NCS, f(U, 0, 0, 0; ©) is the “cheery"
probability (proportion of HUs not touched by
crime), rather than 1-f(0, 0, 0, 0; ),
which is the “touched-by-crime" probability.

A more fundamental difference is that [1]
assumes throughout that ©= @y = op = og.

Under this assumption, their work gives gives an
asymptotically efficient estimator of f(0, 0, 0,
0; ©). The "ad hoc" method-of-moments estima-
tors are not efficient, although they are all
consistent if ep = og= o¢. By constrast,

the present paper assumes that the parameters
may differ.

A drawback of the model-based approach is
that if the wrong model is used, the estimator
may not be consistent, and with a very bad model
the estimates may so biased as to be meaningless.
Therefore, we feel that it is very important to
examine the fit of whatever model is used. We
also favor the more cautious approach of using a
model only when it is necessary - to impute the
missing data for groups B and C - and not to use
a model to try to improve on the observed sample
proportion in Group A. ‘

For the estimators presented throughout this
paper, it is assumed that the nonresponse mechan-
ism is ignorable within certain noninterview
cells for all completely noninterviewed house
holds (those for which no interview is avail-
able). Under this assumption, these cases are
properly dealt with by the usual NCS noninterview
adjustment.

A1l of the estimators presented here are
biased for small samples, as are many estimators
used in survey work. Our concern is with asymp-
totic (or "large sample") bias. Thus we seek an
estimator which is consistent, not necessarily
one which is unbiased. Variance is of less
concern than possibly large asymptotic biases;
for the NCS we are dealing with very large
samples.

Section II1: Empirical or "Ad-Hoc" Estimators

While we differentiate these estimators from
the Tater "model-based" estimates, these "ad
hoc" estimators are in fact based on models
about the distribution of Z1 and Z2 in the

three groups. These models have, however,
not featured explicitly in the development



of the estimators.

For a given probability P, which is to be istic in groups A and B are identical for the
estimated from the sample, let P* denote the second half of the year. Conditions (4) and
corresponding sample proportion, and P denote (5) are presented for comparison with E2 below.
any particular estimator for P. The estimators . e .
will be described for Pg in all cases: P, Estimator 2 (E2): Griffin's Estimator.
where not presented, is determined by keeping This estimator was described by Griffin [2].
in mind that the known proportion in group C A
is P*¢ (Z,=1). (6) Pp(Z,=1orZ,=1)="pP*p(Z,=1)
Estimator 1 (E1): The Original "Ad Hoc" +P*R(Z, = 0)P*p(Z,=1]2Z =0)
Estimator. . . . - . .

This is the estimator currently used to esti- Tnis estimator is again consistent if Pp =
mate the proportion of HUs touched by crime in a P = Pc. More precisely, a necessary and
year. sufficient condition for consistency is that
(1) Pp(z,=10rz,=1) (7) Pa(Z,=1]12 =0

px (Z,=1orZ,=1) =Pp(Z ,=1] 17 =0)
- 4 cP¥o(Z,=1)
- B71 Th ti to be 1 tric-
Pr, (Z. = 1) ese assumptions appear to be less restric
AT tive than (4) and (5) in that conditions (7) are

This estimator is consistent if PA = PB = similar to (b), Wh'!]e no C0nd1t10n']1ke.(4) is
Pc, since each sample proportion P* converges needed. However, it may be that violations of
in probability to the corresponding population condition (7) have a greater effect on E2 than
value P. We further restrict the sufficient violations of (5) have on El. Thus, in practice
conditions for consistency by noting that the relative merits of Estimator 1 and Estimator

2 are unclear., (For the actual NCS data, El is
(2) PR(Z,=1orZ, =1) almost identical to E2, so we have not investi-
1 2 gated E2 very carefully.) Under the assumption
Pg (Z, = 1) Pp = Pg = Pg, E2 is a maximum 1ikelihood
=P (Z, =1) [1+ 2 estimator for Group B (ignoring Group C) and
8171 P, {Z.=1) Group C (ignoring Group B). Consequently, E2
B warrants serious consideration as an alternative
-Pp(Z,=1]2Z,=1)] to El.
However, examining the right-hand side of (1) Estimator 3 (E3): Equal Correlation Model
(3) Pa(Z;=1lori,=1) This estimator imputes the missing data for
1 2 x Pn(Z,=1) groups B and C as follows.
B ‘%1
PA (Zl =1) ~
(8) PB(ZI= lorZ,=1)
Pa (Z2 =1) ~ A -
=PB(21=1)[1+’P‘—(Z_'_1)‘ =P L1 +R -RP-D° WK,
= ~ Pa3
ATh Vi-F) a-RPE)
-Pp(Z, =112 =1
A (L, | 1 1] where
To be equal, it is sufficient that A
Po=P*p (Z,=1)
4 Pp(Z, =1 Pa(Z,=1
(4) Pplz,=1) Palz,=1) §-be (2, - 1)
PR (Z,=1) Pp(Z,=1)
and Ry =
Pro (Z2,=1)
() Pg(Z,=11|1 =1)
2 1 ﬁ P*/-\ (Zl = 1) 1//R\
=Pa(Z,=1]12 =1 == ,
A ( 2 | 1 ) 2 P*A (Zz - 1) 1

Condition (4) corresponds to a constant multi- L L. .
p]-icat-ive *seasonal" effect’ and seems reasonab]y Sufficient conditions for E3 to be consistent
mild. The second condition {(5) seems to be . P(z,=1)
stronger. For example, if Z. is independent are that both the ratio R = ——"——and the

1 P (Z1 = 1)

of Z_, (5) implies that Pg (Z,  =1) = Pa (Z, =1),
2 B 1% AR correlation p (Z,, Z,) are the same for yroups A,

i.e., that the proportions with the character- .
B, and C. Indeed, in the case of (8), lettiny
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P, =Pp(Z =1)andP;=Ppg(Z,=1),
PB(ZI=10rZZ=1)=P1+P;
'PB(Z1'Z2=1)

=P, (14 R1)

- [ v’Pl (1 - Pl) P; (1 - P;) + PIPI]

=P, L+R -RP- o R TT-P)(1-RP)HI

. . A A A
Since under the assumptions, R1’ p, and P1 are

consistent estimators of Rl, o(Z , Z) and Pl,

1 T2
respectively then (8a) gives a consistent estima-
tor of Pp(Z, =1o0r Z,=1). The argument for

A i
Pc is similar.

Section IV: Model-Based Estimators

The model-based estimators are inspired by
the work of Eddy, Fienberg and Griffin [1]. The
basic idea is that more information is used by
an estimator based on the monthly experience of
each household, or in our work, on the quarterly
experience. Hwever, to use this information a
specific model is required.

This section presents five such models. The
first, which we call model 4 because it corre-
sponds to estimator E4, assumes that the charac-
teristic of interest occurs independently and
with equal probability for all quarters and all
households. The other models are aimed more
specifically at representing the way crime is
thought to behave. Model 5 reflects the fact
that some households tend to have repeated or
"multiple” victimizations, by assuming that a
subgroup of the population have an unusually
high probability of being victimized in every
quarter. Model 6 assumes that the probability
of victimization in a given quarter depends on
whether there was a victimization in the previous
quarter. Model 7 reflects multiple victimiza-
tions by starting with an independent model, and
randomly adding one extra victimization to a
proportion of the victimized households. Model
8 allows different households to have different
probabilities of victimization.

In each model (X, Xos X5 X,) denotes the

random vector describing whether or not there
has been anoccurrence in each quarter. For
example X1 =1 if there has been an occurrence
in the first quarter and X1 =0 if not.

For reasons of space, we have abbreviated the
description of several of the models. The full
description is contained in a longer version of
the paper, available from the authors.

Estimator 4(E4): Complete Independence Model

This model corresponds to the assumptions that

X1s X, X4 and X, are mutually independent with
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equal probabilities of occurrence and that this
probability is the same for all households. The
monthly version of this model was used in [1].
This model for the joint distribution is
Xy 4-% X5
(9) (1-p)

kere 8 = p, the probability of victimization
in a given yuarter,

F(X s X0 Xgs X5 P) = P

Let [(XJ’ zjs sta X'+,)"j=1’ cesy nAJ
pbe an i.i.d. sample from this distribution,
describiny the nA His in Group A. Let x = (xj;)
denote the observed values in the sample.

The likelihood function is written as

n n,
Lip; x) =p ~ (1 -p)
ng 4
where, for Group A, n,= pX T Xij and n,
j=1 i=1
= 4nA1- n denote respectively

the total number of HJ-guarters with and without
the characteristic of interest. (Each HJU in
group A contributes 4 HU-quarters.) The maximum
likelihood estimator based on x for the propor-

tion of HUs with the characteristic in a quarter
ny

is pA - for Group A HUs. For Group B, only
ang

(xl, x2) is observed. For an i.i.d. sample

selected from Group B (j=1, ..., np), the
likelihood function is the same, except that

ng 2 n,
n, = L IX n,=2,-n, and p = —_
1 b El
j=1 i=1 i 0 B B ZnB
A similar change is made for Group C households.

The estimate of the probability that an HU had
the characteristic at some time during the year
is then

”"
= PB(X1=1 or X,= 1

A
(10a) Pg(Z,= 1 or Z, = 1)

or X;=1 or X,=1) = 1 - £(0,0,0,0;g)

=1 - f(0,0,0,0;p¢)

1-(1p%
For group A ri, =

2 1) is the pro-

portion of the np sample cases which have either
loriZ,_ =

1. The estimator E4 is calculated



A A

(11) Ry Pa(z
AN

=lorZ,=1)+RcPc(Z, =

=loriZ,s= 1)

A

+ Rp Pp(z 1 or z,=1),
el ~ A

where Rp, Rp, and Rg are estimates of the

proportion of the population in groups A, B,

and C.

An alternative is to apply the model to all
three groups, not just groups B and C. Then
under the assumption that Py = Pg = Pg, a
maximum 1ikelihood estimate of p may be calcu~
lated as

total number of observed HU-quarters

with a victimization
P = total number of observed HJ-quarters

The estimator E4“ calculated under this
assumption is defined to be 1 - (1 - p) .

Estimator 5 (E5). This is the Tallis distri-
bution model described in [1], using a distri-
pbution from [3].

Estimator 6 (E6). This is the Markov Model
from [1]. For yroup Bor C, a closed-form
expression of the MLE can be easily derived.

Estimator 7 (E7) (Independent with additional
occurrences)

For a tixed probability of occurence, the
nodel corresponds to complete independence.

This model allows more multiple victimizations
than the independent model. Households which
nave been victimized are given a certain probabi-
iity of receiviny an extra victimization. The
idea is similar to modei 5, but the model princi-
ipally increases the proportion of units with I Xj
= 2 rather than those with I Xy = 4.

The distribution may be yenerated in the
following way. Each household is first victim-

jzed in the four yuarters according to the indepen-

dent model with parameter p. Each household

which nas I Xj > 0 then, with probability m,

has a chance of receiviny one extra victimiza-

tion. The extra victimization is equally likely

to occur in any quarter. It may occur in a

yuarter in which there is already a victimization.
For this model,

t(0, 0, 0, 0) = (1-p)"

F(X s X0 Xgo X) = p(1-p) ° [(1-1)
+1/4 n] if 21Xy =1
FX, X, X X)) = p2(1-p) 2 L(L-m)
£ 2/8 w1+ 2n p(1-p )/4;

if TXj =2
F(X s X, Xy X,) = p351-p) [(1-m)
+3/4 )+ 3mp1-p) 4,

it £ Xj =3
(1, L, 1, 1) = pte w® (1-p)

Estimator 8 (E8). Beta-binomia! distribution.
This assumes that there are many propabiiities of
occurence in the population, but that there
probabilities are distributed as a beta distri-
bution with unknown (but estimable) parameter
o and R.
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Section VI: Comparison of Estimators

This section compares the estimators described
above by seeing how well they perform under the
various models which have been proposed. We are
able to compute estimators E1, E2, E3, E4, and
E6, for which closed-form expressions exist; the
computer proyramming necessary the calculate the
other maximum likelihood estimators has not
been completed. Estimator E4 appears in two
versions, first applied only to group B and C
and second applied to all three groups. The
latter version is called E4'. Except for E4',
each estimator is used only to impute the missing
data; for group A, f(0,0,0,0;04) is estimated
by the corresponding sample proportion. The
final estimate is computed using (11).

For these comparisons, no group C was used.
For our models this is equivalent to assuming
that groups B and C have identical parameters;
this is because for these models

FX s X5 X5 X5 0) = F(X,5 Xgs X5 X5

0)

for all values of X s Xps Xgs X o

R This assump-

tion that ygroups B and C are identical was made
for simplicity. It is not supported by NCS data
and it shouid be relaxed in future work. The
comparisons were made by assuming a particu-
lar model, selecting fairly realistic parameter
values, and assuming that the data would corre-
spond exactly to the probability distribution.
Each estimator was calculated under this assump-
tions, using each model. Detailed quarterly

data for NCS were not available in time for this
study. Consequently parameter values were chosen
to correspond to the available data for NCS
total households touched by crime in 1982.
1982 we have the following estimates.

For

PA(Z, = 1) = .1735 .329

PA =

PA(Z, = 1) = .1677

Accordingly parameter values for group A were
selected so that PA(Z1 = 1)

= PA(Z =

2= 1 =

170 and pp = .33.
(For model 4, pp = 0.) Our conjecture is
that the required parameter values are uniyue,

aithough we have not proved this,
For groups B and C, the NCS estimates are

PB(Z1 = 1) = .1768 Pe(Z, = 1) = .1854

2
Estimates for ppg and pc are not available.
Since our group B represents both the real
groups B and C, the difference between groups
A and B was exaggerated slightly by choosing
parameter values for group B which make

Pp(z, =1) = PB(Z2 = 1) = .19. Many choices

of og satify this condition when there
are two or more parameters. For definiteness
we required that percentage differences between



all the group A and B parameters be the same.
for example for model 6 we require that Pg =
(1 + C)Pp and wg = (i + C)mp, where

the ¢onstant C is chosen so that PB(Z1 2 1) =

.19. Models 4, 5, and 7 are are treated similar-
ty. The one exception is model 8, where ap *
(1 + Claa but Bg= 8a/(1 + C). For
this model, the correlation between Zl and Zz'
varies tnversely with 8.

Accordingly the following parameters were
used:

Group A
Model Parameters
4 p = .0890
5 p o= .1135; w = .4381
6 P~ 05875 0, = 5624
7 p = .0739; x = .4518
8 a = ,3486; 8 = 3.1357
Group B PA(Zl = 1) F‘B(Z1 = 1)
Parameters
p = .1000 170 .130
p = .1340; = 5171 170 .190
Py = 06275 p, = L6006  .170 .190
pa .0818; w= .5001 170 .190
a= .3732; 8= 2.9286 .170 .190
o8 [1:]
0 [V
A3 412
330 360
.330 355
330 L340

The propability functions f(x,, X, X3 X 8)

were calculated for each of these models. For
each model all the estimators €1, E2, E3, E4, £6,
and £4' were calculated assuming that the empir-
jcal distribution matched the probability func-
tion exactly. The resuits are given in the
following table. The estimates have been express-
ed as a rate per 1000 househoids.

4

5
True Rate per 1000 7.8 267.8
El: Estimate: 318.5 270.8
(Rel. Error) (0.2%) (1.1%)
£2: Estimate: 314.5 268.1
(Rel. Error) (-1.0%) (0.1%)
E3: Estimate: 317.8 270.3
{Rel . Error) () (0.9%)
E4: Estimate: 317.8 299.2
(Rel. Error} (0) (11.7%)
£6: Estimate: 317.8 270.0
(Rel. Error) (0) (0.8%)
£4': Estimate: 314.9 388.7
(Rel. Error) (-0.9%) (45.2%)
Model
& 7 8
269.3 269 .4 270.0
El: 270.7 270.6 270.8
(0.5%) (0.5%) (0.3%)
E2: 268.1 268.0 268.1
(-0.5%) (-0.5%) (-0.7%)
E3: 270.3 270.2 270.3
(0.3%) (0.3%) (0.1%)
E4: 300.1 284 .8 287.9
(11.4%) (5.7%) (6.6%)
E6: 269.3 278.0 276.5
(0) (3.2%) {2.4%)
E4': 400.9 334 3

5 48 .2
(48.8%) (24.2%) (29.0%)

Note that when the right model is used, as in
applying E4 to data from model 4 or E6 for model
6, the asymptotic bias is zero.

Section V: Overview of the NCS

This section of the full paper has been
omitted for reasons of space.
section VII: Conclusions
1. The empirica Touched by crime estimators

erform fairly well The five models
allow for a variety of causes for the corre-
lation between Z, and Z,.

In ail cases, £1, €2, and €3 have fairly
small biases. Which estimator does best
depends on the model. Except for modei 5,
E3 does the best of tne three. For model
5, £2 has the least pias.
2. The model-based estimators can do_poort

when The wrong model is used. Estimator
£4 has a substantial bias for models 5, 6,
7, and 8, in which there is a correiation
between Z, and Z,. Estimator E6, which 1s

pased on a model wnich allows for a corre-
lation, does better., However, it does

not do very wei) for medel 7 and 8. The
somewhat better performance for E6 suggests

thatiestimator E5, E7, or E8 might also have
promise.

Of course, when the right model is used, the
model-based estimator has better variance than
the empirical estimators. This is not taken
1qta account in our comparisons, which deal only
with asymptotic bias,

3. Adjusting the complete data {Estimator E4')
can Tead to much Targer biases if the model
s wrong AppTying the model o group A in
addition to yroup 8, estimator £4° leads
to large overestimates of the proportion of
households touched by crime.

It should be noted that by choosiny diffe-
rent'models. one can support different con-
ch_asmns. Some other examples were examined,
using arbitrary parameters not consistent
with NCS data. If there is a very large
aifference between the parameters for ygroups
A and B, estimators El, £2, and £3 may not
do very well, E3 aid better in such cases
except when the parameters were chosen so
that pp and py are yuite different.

In such cases, the correctly specified model-
based estimator does guite well. The incor-
r"ectly specified estimators do guite poorly
in most cases.

VIII. Future Work The limitations of the present
study sugyest directions for future work in
applying these methods to the NCS. We hope
that researchers outside the Census Bureau
will be able to improve on our efforts. The
following work still needs to be done.

1. Test the fit of the various models to the
empirical distribution of the quarterly
values (xl, Kps Xgs xk). Use the best-

fitting models to compare estimators.

2. Use actual maximum likelihood estimates
for 0p and Gy in the above analysis
in place of the hypothetical values
which were deduced in Section VII.
Extend the analysis to include E5, E7,
and E8.

3. Extend the work to situations in which
the EXj are not equal. This might be
done by making an adjustment for sea-
sonality and the recall (or “recency")
effect before applying the model.

4, a. Incorporate a group C whose charac-
teristics differ from group 8.
b. Further divide the Groups according
to available information on covari-
ates, such as race of housenold
nead, urban/ rural status.
$. Seek additional models which more realistically
represent crime.
One approach would be to include several effects
by combining. model 5 or 7, model 6, and model
8, along witn a seasonality adjustment.

6. Extend this work to monthly, rather than
quarterly, data.

7. Improve on estimator E3 usiny models more
appropriate for discrete data.

Beyond this work remain the laryer ques-
tions of how to incorporate the actual NCS
sample design into the theory and of how to
construct prevatence astimates on a data
year basis.
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