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The top ic  i nves t i ga ted  in t h i s  paper is t ha t  
of p r e d i c t i n g  v a r i a t e  values fo r  a l l  i n d i v i d u a l  
un i t s  in a f i n i t e  popu la t ion  based on a sample of 
t h e u n i t s .  I t  was suggested by the f o l l o w i n g  pro-  
blem. The Environmental  P ro tec t i on  Agency(E•P.A.) 
wanted to conduct a survey to p r e d i c t  the annual 
number of r ec rea t i on  days by a c t i v i t y  f o r  each 
county in Oregon, Washington, and Idaho• There 
were four  a c t i v i t i e s  of i n t e r e s t  and r e s u l t s  were 
needed f o r  each county in the t h r e e - s t a t e  area. 
R e s t r i c t i o n s  made i t  impossib le to  sample each 
county ;  and i t  was necessary,  t h e r e f o r e ,  to  
design a survey that  would prov ide  p r e d i c t i o n s  
fo r  each county w i t hou t  a c t u a l l y  sampling each 
county•  In genera l ,  the problem is to design a 
survey to p r e d i c t  (es t ima te )  v a r i a t e  values f o r  
each u n i t  in a f i n i t e  popu la t ion  based on a model 
der ived from sample u n i t s  and a u x i l i a r y  v a r i a b l e s .  
A superpopu la t ion  model-based approach was used to 
solve t h i s  problem. 

M0del1~ Definitions and Notation 

There are a number of possible variations on 
the prediction problem. The linear least-squares 
prediction approach was the one used for this 
situation. The notation will follow that of 
Royall (1976). 

Consider a finite population of N identifi- 
able units (where N is a known integer). 
Associated with unit i is some value Yi(i=1, 
...,N). We assume Yi is some observed value of 
the random variable Yi' where Yi represents 
some characteristic of interest over unit i. 
The joint distribution of Y ..... Y.~ will be 
denoted by ~. Also associated wi~. unit i are 
p known auxiliary variables Xil, Xi2,...,Xip • 

Let NXi = (Xil .... ,Xip) be the vector of auxil- 

iary variables for unit i. Therefore, YI' Y2'"" 

YN are realized values of the independent random 
variables YI,...,YN, where E~(Y i) = X{BN -- and 

Var~(Yi) = °2, = o2g(XNi )" The function g(.) is 

• not identically known with g(XiN )>0 for all _X, 

zero. We assume 02 and NS" = (131,''',Bp) are 

unknown constants. 
We draw a sample of n (p<..n<N) units. The 

choice of n and the specific units chosen for 
the sample will not be discussed at this time. 
Without loss of generality, assume the units are 
arranged so that the first n are sample units 
and the remaining N - n are not sampled. 

Denote by X z the n x p matrix of auxiliary 

variables and by V I the n x n covariance 

matrix associated with the n sample units. 
Similarly, denote by X and V z the corres- Nil I 

ponding mat r ices  f o r  the N - n nonsample u n i t s .  
Let VII,I be the (N - n) x n matrix of covar- 

iances between nonsample and sample units. 
Denote by Y the N x I vector of random yar- 

N 
iables YI,...,YN. 

I f  Y is arranged so tha t  the f i r s t  n u n i t s  
N 

are those in the sample, the model s ta tes  tha t  
E~(Y) : X8 and Cove(Y) : V where 

~I NII y =  I , X =  XI , V =  ' , 

- IYil - x - v v I ~I II,I Nil 

and 8 is de f ined as above• That i s ,  

Y1 

n x l  

X11 X12 . • • Xlp 7 

and X I 1 X22 2p " 

n x p Xnl Xn2 np j 

Also, 

(x~)~ 0 . . . 0 1 
0 g(X2 ) O 

= 02 • • =o2W 

" nJ n x n 0 0 . . . g (X)  
N 

and 

(~n+l )  0 • • • 0 

0 . 

0 . " 

n • • • • la 

1 
W 0 

= 02 = 02WII  
I I  ,., • 

(N-n) x (N-n) 

• • g(X N 

Since it is assumed Cov~(Yi,Y j ) = 0 for a 1 

i ~ j (i, j = I,.••,N), VII,I is a (N-n) x n matrix 

of z e r o s .  T h e r e f o r e ,  

g(X I ) _  0 . . . .  0 

V = 0 .2 0 . . = o2W • 
, , ,  , . , ,  

N x N  " . 

0 0 • • • g(X N ) 

By e l e m e n t a r y  m a t r i x  p r o p e r t i e s :  
1 

0 

1 - 1  
=o2Wi. 

- i  I 
v I = T~ 

n x n 1 
0 0 . • • g ( X  n ) 

Under model ~, if 8 is the weighted least-squares 
A N 

estimate of 8 8 = ( X I V I I × )  1 ×~'V'Iy ~' ~ ~I ~I~I ~I" 

P r e d i c t o r s  

Recal l  the goal is to  p r e d i c t  the va lue of some 
c h a r a c t e r i s t i c  of i n t e r e s t  fo r  each u n i t  in the 
popu la t i on •  For the sample u n i t s  t h i s  va lue is 
the observed Y i ( i = l ) , • • • , n ) •  For the nonsample 
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units the value is Yj(j=n+1 ...... N). Since 

E~(Yj) = X;8 and 8 is ~-unbiased for ~ , i.e., 
^ 

EEl(13) = 8 , the natura l  p red i c to r  fo r  Y. is 
^ 

Error Variance of Pred ic to rs  

The model based approach which has been used 
suggests the appropr ia te  measure of unce r ta i n t y  
of the p red ic to rs  is the mean-square e r ro r  or 
e r ro r  var iance wi th respect to ~ , the j o i n t  
d i s t r i b u t i o n  of the un i t s  in Y. Therefore,  
assume the sample s^ of un i t s~ i s  f i xed  and 
consider E~(Yjs - ~X~I3) 2 J ~  for  j=n+l  . . . . .  N. 

^ ^ 

E~(Yj - XjS) 2 = E~(Yj - X;8 + X]8 - X]8) 2 

-E~ E(Yj- X]8, + (X]8 - Xj~)- 1 2 

^ 

= E~(Yj - XjS) 2 + 2EE(Yj - X jS)(X;8 - X;8) 

^ 

+ E~(X;~ - XjS)2 

= Var~(Yj)  + 2Cov~(Y j ,X j i  ) + Var~(Xj;).,.. 

Since Y. is a nonsample u n i t ,  independent of the 
J ^ 

sample ~andom var iab les  from which 8 is computed, 
^ ~ 

cov lYj,  l = 0 

The refore, 
A 

E /Yj - xj l 2 
A 

= Vary(Y j )  + 2Cov~(Yj,X]8) + 

A A 

= g(x j )  + xjcov (;)xj_ . 

cove(; )  = cov  r(x-v- x )- 
- L _ z _ z  _ z  

X'V-IYTI ~T ~T ~ 

= cov  [,x v 

(xlv; v-1 
_I T 

= ( x . v - l x ) - 1  ~I ~I ~I 

= ~ (x w-lxi) -1 ~I ~T ~ 

Hence, 

E~(Yj - X] ; )  2 
A 

= 02 g ( X j ) +  X~.Cov~fB)X 
~ j  ~ ~ j  

c, g ( x j ) +  
~J 

= 0 2 g(X j )  + °2X].~ (X'W-IxI...I~I)'Ix'~J 

At t h i s  po in t  a lso note that  a E~-unbiased e s t i -  
mate of 02 is given by: 

A 

;2 (n_p) -I n (Yi - X; 8)2 
= E "" ~ , 

i=~ g(X i ) 

Comments and Topics. For Futur e Study 

A major problem for  the one-stage sample s i t -  
uat ion is encountered in determining which spec- 
i f i c  n un i t s  should be chosen for  the sample. 
That is ,  given n, which un i t s  are the best ones 
to sample in order to minimize the er ro r  var iances 
of the p red i c to r s .  This depends on how best and 
minimize are def ined.  There are N-n e r ro r  v a r i -  
ances to consider and minimiz ing these could be 
done a number of ways. One poss ib le  so lu t ion  is 
to examine a l l  N un i t s  and then do a stepwise 
e l im ina t i on  u n t i l  only N-n are l e f t ;  see Carter 
(1981). The n e l im inated un i t s  are those used 
fo r  the sample. This problem i l l u s t r a t e s  one of 
the d i f fe rences  between p red i c t i ng  i nd i v idua l  
va r i a te  values fo r  a l l  un i t s  and p red i c t i ng  a 
t o t a l  over a l l  u n i t s .  When p red i c t i ng  a t o t a l  
over a l l  u n i t s ,  there is only one e r ro r  var iance 
to minimize. 

Other problems ar ise  in extending the model to 
the two-stage p red i c t i on  s i t u a t i o n .  That is ,  the 
s i t u a t i o n  where the Y i are not d i r e c t l y  observ- 

able when un i t  i is selected but instead must 
be est imated by a subsample of the subunits 
w i t h in  un i t  i .  For example, how many un i t s  n 
and subunits m i ( i = l  . . . . .  n) should be selected 

when the t o ta l  sample size n is 
m = T m. 

I 
i=I 

fixed but m.(i=1 ..... n) and n are random? 
I 

What are the predictors and error variances of 
the predictors for sample and nonsample units in 
this two-stage problem? These quest ions are 
investigated in my Ph.D. thesis; see Carter(1982). 

Topics which I have not investigated include 
the robustness of the models for the one-and two- 
stage problems, multiple predictions per unit 
(for example, how this affects the sample selec- 
tion), and fixed cost sample allocation. All of 
these topics should be studied to determine the 
usefulness of this particular prediction 
technique. 
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