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Against the advantages of NL data 
l i s t e d  above must be weighted the d i f  
f i c u l t y  in analyzing natura l  language 

1. Summary data. For responses to m u l t i p l e  choice or 
other questions with a small f i xed  set of 

Experiments with computerized poss ib le  responses, there i s  a simple 
coding of natura l  language data i nd i ca te  correspondence between the form of a 
that  agreement of 80% or be t te r  can be response and i t s  meaning. No such simple 
achieved between computerized coding and r e l a t i o n  between form and meaning e x i s t s  
the codes assigned by experts;  such per-  f o r  natura l  language. Natural 
formance i s  comparable to that  achieved by language (NL) data i s  of ten coded as a 
e n t r y - l e v e l  coding c le rks .  This paper f i r s t  step in the s t a t i s t i c a l  ana lys is  of 
presents a c lass of a lgor i thms f o r  com- such data. In the coding process, each 
puter ized coding based on represent ing response i s  assigned a value from some 
semantic in format ion in natura l  language f i n i t e  set ( ca l l  i t  C) of codes. Each 
const ruc ts  as vectors over the set of value, or code, in t h i s  coo_de set repre-  
codes to be assigned, sents a d i s t i n c t  response fo r  the purpose 

of analyzing the NL data; conversely, a l l  
NL responses mapped to the same member of 2. Over v i ew 
C are considered i d e n t i c a l  f o r  subsequent 

2.1 _Th_e Natural Lan_guage _Co_d0iog P ro_obl__em ana lys is  of the survey data. Coding i s  
thus the process of f i  l t e r i n g  out the 
v a r i a t i o n s  of l i n g u i s t i c  expression from Natural language i s  useful as 

a response medium in surveys on subject  responses which, f o r  the purposes of a 
areas such as employment, household expen- survey, represent the same response. 
d i t u res ,  or health and sa fe ty .  In areas In the past and in m o s t  current  
such as these, the va r i ab le  being inves-  surveys, natura l  language responses have 
t i ga ted ,  (e.g. what kind of job the been coded by persons who assigned codes 
respondent has) set of poss ib le  responses to the responses. For the large surveys, 
i s  very large.  For such large domains, such as the U.S. monthly Current Popula- 
natura l  language has the fo l l ow ing  t i on  Survey (about 70,000) or the decen- 
advantages: n ia l  populat ion census (17 m i l l i o n  

responses), t h i s  hand coding i s  expensive, 
ECONOMY IN THE QUESTION SET: No reasonably time-consuming and er ro r -p rone.  These 
sized set of mu l t i p l e  choice or other problems with human coding have motivated 
a r t i f i c i a l  response medium questions can research in computerized coding at s t a t i s -  
s o l i c i t  such complete in format ion as t i c a l  agencies in the U.S., Sweden and 
simple natura l  language questions such as elsewhere. 
"Where do you work?" and "What do you 
do?" ; 

2.2 The Coding A_l_gorithm 
OBJECTIVITY OF THE SURVEY QUESTIONS: 
A r t i f i c i a l  l y  s t ruc tu red  questions also Computerized coding of natura l  
impose the surveyor 's  view of the subject  language data can be car r ied  out in the 
upon the respondent to a greater  degree fo l l ow ing  way: I f  C i s  set of codes which 
than natura l  language quest ions, because are to be assigned to survey responses, 

each recognizable l i n g u i s t i c  const ruct  L the quest i ons al Iow the respondent to 
answer i n a way tha t  re f  I ects the 
respondent" s percept i  on of the sub j ec t  
matter ra ther  than the surveyor 's ;  

GENERALITY OF THE RESPONSE DATA: Should 
one wish to reanalyze the survey data, 
using, f o r  example, a d i f f e r e n t  p a r t i t i o n  
of the set of poss ib le  responses, natura l  
language responses contain the in format ion 
fo r  such a reexamination, whi le a r t i f i c i a l  
response data usua l l y  does not; 

SIMPLICITY FOR THE RESPONDENT: Natural 

i s  represented fo r  the purposes of coding 
as a vector over C in which the cth com- 
ponent ( fo r  c in C) i s  the expectat ion 
that  c should be assigned when L occurs. 
L i n g u i s t i c  const ruc ts  which can be recog- 
nized by computer inc lude w o r d  roots ,  
words, phrases and kernel sentence deep 
s t ruc tu res .  There i s  a natura l  part-whole 
r e l a t i o n  on these l i n g u i s t i c  const ruc ts ,  
a l lowing one to f i nd  a set of m o s t  i n -  
c lus i ve  l i n g u i s t i c  cons t ruc ts  f o r  a given 
natura l  language response. The code as- 
si gnment al gor i  thm given below f i r s t  
examines the vectors of the most i n c l u s i v e  

language reduces the e f f o r t  f o r  a respon- s t ruc tu res .  I f  these are s u f f i c i e n t  f o r  
dent in completing a quest ionnai re ,  be- 

coding, a code i s  assigned. I f  not, then cause both the question and response are 
the vectors of smaller l i n g u i s t i c  s t r u c -  i n a medium al ready f ami I i ar to the 
tures are used to const ruct  a vector f o r  respondent. This al lows i n s t r u c t i o n s  on 
the given NL response. I f  t h i s  constructed how to complete the survey to be 

s i m p l i f i e d .  Because a s ing le  natura l  vector impl ies  a code, tha t  code i s  as- 
language question captures a large amoun t  signed. Otherwise the process i s  continued 
of in format ion,  the use of natura l  lan-  through a l l  vector combination methods in 
guage responses probably also shortens a the cur rent  implementation of the coding 
survey, a lgor i thm, and through a l l  l i n g u i s t i c  

s t ruc tu res  down to w o r d  roots ,  u n t i l  a 

51 



code i s  assigned,  or u n t i l  a l l  p o s s i b l e  
code assignment s t r a t e g i e s  are exhausted. 
In psuedocode, t h i s  i s expressed as 
f o l  Iows: 

f u n c t i o n  code( 
n l r : n a t u r a l  language response) :code; 

vat  s: set  of l i n g u i s t i c  c o n s t r u c t s ;  
v: vec to r  over codes; 
cmax: set  of codes 
fns :  set  of f u n c t i o n s  

from a set  of C -vec to rs  
t o  a C-vec to r ;  

c : code; 
begin 
s :=se t  of maximal l i n g u i s t i c  c o n s t r u c t s ;  
c: =undef ined;  
f n s : =  set  of f u n c t i o n s  

which combine s - v e c t o r s  i n t o  
a vec to r  f o r  the response 
as a whole 

repeat  
v:=sum of (or o the r  f u n c t i o n  

which combines) 
v e c t o r s  of members of s 
which occur in  n l r ;  

cmax:=set of codes w i th  a maximal 
v-c  omp on en t ; 

i f  p r o b a b i l i t y  
(cmax has a unique max. v-component) 
> a predetermined des i red  coding 

t e l  i a b i  I i t y  
then c:=cmax 
e lse  i f  t he re  i s  another way of 

combining s - v e c t o r s ,  
l e t  f n : =  the next  such method 

el se begi n 
s :=se t  of l i n g u i s t i c  components of 

the c u r r e n t  members of s; 
f n s : =  set  of f u n c t i o n s  which combine 

s - v e c t o r s  i n t o  a vec to r  f o r  
the response as a whole; 

end 
u n t i l  c<>undef ined or s = n i l ;  
code: =c ; 
end; 

G e o m e t r i c a l l y ,  we can t h i n k  of 
each of the  codes as a u n i t  vec to r  and 
t h a t  al I of these code vec to r s  are 
mutual I y perpendi cul a t .  When given a 
response, we c o n s t r u c t  v e c t o r s  r e p r e -  
sen t i ng  the response in  the  space spanned 

data reco rd ,  u n t i l  some p a r t i c u l a r  p roce-  
dure i n the sequence ass igns  a code. 

One p l a u s i b l e  c r i t e r i o n  f o r  choos- 
ing and o r d e r i n g  procedures in  the se- 
quence of p a t t i  cul  ar procedures i s to  
start with procedures that use a great 
deal of linguistic knowledge. The records 
which remain unprocessed after applying 
this linguistic knowledge may reasonably 
be considered to be composed of statisti- 
cally independent words, or other small 
linguistic units. Therefore the particular 
vector-processing procedures which occur 
late in the sequence can use statistical 
techniques which rely on the assumption of 
s t a t i s t i c a l  independence of the small 
l i n g u i s t i c  u n i t s .  

2.3 _Experiments with Industr~ Data 

Work on automated coding was 
performed at  the U.S. Bureau of the Census 
Programming Research S t a f f  by E l i  H e l l e r -  
man and the author  du r ing  the per iod  1976- 
79, as p a r t  of the Census Bureau's  ongoing 
e f f o r t  t o  automate the coding of i n d u s t r y  
and occupat ion  data.  As an exampl e of 
automat ic  coding on ac tua l  survey data,  
r e s u l t s  of an exper iment from t h i s  work i s  
presented.  

strategy % coded % agreement 

exact  match on IA 32.0 100 
exact  match on IB 9.4 93.7 
almost ex'act 

match on IA & IB 16.9 84.6 
sum h e u r i s t i c  

we igh ts  on IB 40.6 82.7 
product  

c o n d i t i o n a l  
probabi  i i t i e s  

on IB 48.7 62.1 
sum h e u r i s t i c  

we igh ts  on 
IA & IB 35.9 50.0 

product  
c o n d i t i o n a l  
probabi  I i t i e s  

on IA & IB 32.0 50.0 

by these code vec to r s .  When the r e s u l t i n g  o v e r a l l  r e s u l t s :  96.4% coded, 82.2% agree-  
response vec to r  has a d i r e c t i o n  s u f f i -  ment w i t h  expe r t - ass i gned  code on the set  
c i e n t l y  s i m i l a r  to  one of the code vec-  where a code was assigned;  the s .d .  of 
t o t s ,  the code f o r  t h a t  vec to r  i s  t h i s  agreement percentage i s  about 2.6%. 
assigned.  Since the code v e c t o r s  are an 
or thonormal  bas is  f o r  the response In the exper iment ,  each s t r a t e g y  
vec to r s ,  the most si  mi i ar code vec to r  was t r i e d  on a l i  the records  whi ch 
under the cos ine measure of s i m i l a r i t y  i s  remained uncoded by p r e v i o u s l y  t r i e d  
t h a t  code vec to r  having the l a r g e s t  com- s t r a t e g i e s .  There fo re  w h i l e  t h i s  t a b l e  
ponent in  the response v e c t o r .  The p resen ts  an o r d e r i n g  of s t r a t e g i e s  which 
vec to r - comb in ing  procedure temp la te  was e x p e r i m e n t a l l y  found to  produce good 
presented so f a r  r ep resen ts  a v a r i e t y  of r e s u l t s  on the data,  i t  should not be used 
ac tua l  procedures depending on what l i n -  t o  compare d i f f e r e n t  s t r a t e g i e s ,  because 
g u i s t i c  s t r u c t u r e s  are recogn ized ,  and how l a t e r  s t r a t e g i e s  get the g e n e r a l l y  harder  
the vec to r s  are computed and combined. A records  which e a r l i e r  s t r a t e g i e s  f a i l  t o  
s e r i e s  of such p a r t i c u l a r  coding proce-  code. The terms used in  the above 
dures can be combined i n t o  one l a r g e r  t a b l e  are de f ined  as f o l l o w s :  
overa l  I coding program by t r y i n g  the 
p a r t i c u l a r  procedures in  sequence on each s t r a t e g y :  the method used to  combine 
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vec to r s ;  

% coded: the  p a r t  of the sample f o r  which 
a s t r a t e g y  assigned a code; 

% agreement: on the sample on which a 
s t r a t e g y  ass igns a code, the f r a c t i o n  
where the automat ic  code agrees w i th  t h a t  
as~ioned bY an exper t  coder;  

2.4 E>2Qerimental Coding StrateQies 

The strategies used in this ex- 
periment are described briefly below; a 
more de ta i  Ied di scussi  on of coding 
s t r a t e g i e s  appears l a t e r  in  the paper. 

exact  match: a code i s  assigned i f f  the 
response e x a c t l y  matches a phrase in  the 
coding handbook. Then the code from the 
handbook i s  assigned;  Al though not imp le -  
mented on the computer in  t h i s  manner, we 
may t h i n k  of t h i s  as a vec to r  method in  
the s p i r i t  of the o v e r a l l  a l g o r i t h m  in 
which the l i n g u i s t i c  u n i t s  are those 
phrases which have on l y  one non-zero 
component. When on ly  one of these v e c t o r s  
appears, t h a t  code i s  assigned.  However 
the combinat ion of two of these v e c t o r s  i s  
the n u l l  vec to r  un less  the codes are the 
same. 

almost exact  matching: A code i s  assigned 
i f  t h e r e  i s  a unique phrase in  the coding 
handbook which has the most words i n 
common w i t h  the response. This i s  a match- 
ing s t r a t e g y  which i s  found use fu l  in  
i n f o r m a t i o n  r e t r i e v a l ,  and can be thought  
of as a vec to r  computat ion in  which the 
vectors represent word occurrences i n 
phrases in the coding handbook; the set of 
vectors to be combined are all such occur- 
rence vectors for words in the response. 
These vectors have a 1 for the code of the 
phrase and O elsewhere. These vectors are 
combined by adding vectors for the same 
coding manual phrase. If there is a vector 
with a unique highest code for some score, 
that code is assigned. 

sum of h e u r i s t i c  we igh ts :  The l i n g u i s t i c  
u n i t s  are word r o o t s .  The vec to r  f o r  each 
word occurrence in  the response i s  of the 
form H~V where H i s  a s c a l a r  c a l l e d  the 
h e u r i s t i c  we ight  of the word, de f ined  in  
the s e c t i o n  on w e i g h t i n g ,  and V i s  the 
vec to r  computed from the condi t i  onal 
p r o b a b i l i t i e s  of codes g iven the word. I f  
{ p ( c i / w )  i s  the c o n d i t i o n a l  p r o b a b i l i t y  of 
code c i  g iven word w, the c th  component of 
V i s  p ( c i / w ) ~ k ,  where k i s  around 0.05.  
The e f f e c t  of r a i s i n g  p to  t h i s  power i s  
to  make  H~V i n t o  a f i l t e r  which adds 
we igh ts  c lose  to  H to  a l l  codes w i th  
p(c /w)  bounded away from O, wh i l e  adding 
we igh ts  c lose  to  0 f o r  codes w i th  very  
small c o n d i t i o n a l  p r o b a b i l i t i e s .  H~V, in  
o the r  words, d e f i n e s  a f uzzy  set  of codes 
which are accep tab le  when given the word 
w. The f u z z i n e s s  f i l t e r s  out codes f o r  

which the non-zero probabilities are 
probably the result of human coding errors 
in the sample used to construct the condi- 
tional probabilities. 

The H~V vectors are combined 
by addition. A code is assigned if the 
best code is better than the next-best by 
an amount determined by a linear function 
of the best code score; (a possibly bet- 
ter, more statistical ly motivated 
c r i t e r i o n  f o r  t h i s  "when to  code" dec i s i on  
i s  presented below).  

product  of c o n d i t i o n a l  p r o b a b i l i t i e s :  The 
l i n g u i s t i c  u n i t s  are word occurrences and 
are represented  by v e c t o r s  f o r  word r o o t s .  
The word root vectors are vectors of 
conditional probabilities of codes given 
the word root. These vectors are combined 
by multiplying their corresponding 
components. If there is a component in the 
resulting vector greater by some fixed 
ratio than all other vectors, then a code 
is assigned. 

The ordering of these algorithms 
conforms to the principle of increasing 
statistical independence of the words in 
the data record. The exact match strategy 
is one which assumes that the response is 
an idiom, the most specific sort of lin- 
guistic knowledge. The almost-exact match- 
ing is a procedure in which lexical and 
semantic rules and transformations are 
applied to the data record in an attempt 
to match the kernel sentence level case 
grammar deep structure of the response 
with that of one of the phrases in a 
coding dictionary. In the sum-of-heuristic 
weights algorithm, each word may be con- 
sidered as an independent weighted filter 
which adds its weight to the total score 
of the codes which the w o r d - f i  I t e r  
accepts.  F ina l  I y, the p r o d u c t - o f -  
p r o b a b i l i t i e s  procedure ass igns each code 
a score p r o p o r t i o n a l  to  i t s  p r o b a b i l i t y  
under the assumption t h a t  a l l  the words 
occurred i ndependen t l y  of each o the r ,  and 
t h a t  on l y  one code can be assigned per 
data record .  A more d e t a i l e d  d e s c r i p t i o n  
of the a l g o r i t h m s  used in  the exper iment 
c i t e d  above appears in the 1981 paper by 
Knaus. More recen t  exper iments 
w i th  b e t t e r  r e s u l t s  have been conducted at  
both the U.S. Census Bureau and the 
Cent ra l  S t a t i s t i c a l  O f f i c e  of Sweden, and 
are descr ibed in the papers of Appel and 
Lyberg. 

o. Semantic Representations for Coding 

One of the major problems in 
building an automated coding system is to 
find a representation of the meaning, 
(i .e. a semantic representati on) of a 
linguistic construct adequate for assign- 
ing the right code. Ideally such a seman- 
tic representation should be largely free 
from the particul ar surf ace structure 
choices of vocabulary and grammer with 
which particular respondents encode their 
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responses; the same meaning, no matter  how 
expressed, should have the same semantic 
r e p r e s e n t a t i o n .  Once such a r e p r e s e n t a t i o n  
has been se lec ted ,  the coding of a 
response can be broken down  i n t o  the 
f o l l o w i n g  steps:  

map the na tu ra l  language response i n t o  i t s  
semantic r e p r e s e n t a t i o n ;  

assign a code using the semantic 
r e p r e s e n t a t i o n ;  

3.1 Cons t ruc t i on  b_y Machine a Requirement_ m 

Automatic coding proceeds by 
comparing the i n f o r m a t i o n  conta ined in  a 
NL survey response w i th  a database of such 
knowledge f o r  the sub jec t  area of the 
survey ( ca l l ed  the knowledge base of the 
system in a r t i f i c i a l  i n t e l l i g e n c e  
t e r m i n o l o g y ) .  While many semantic r e p r e -  
s e n t a t i o n s  of NL i n f o r m a t i o n  have been 
proposed in  a r t i f i c i a l  i n t e l l i g e n c e  and 
l i n g u i s t i c s ,  f o r  automat ic coding a r e p r e -  
sen ta t  i on of knowl edge must be chosen 
which makes the knowledge base l a r g e l y  
c o n s t r u c t i b l e  by machine. This i s  because 
the domain of d iscourse of many surveys i s  
l a rge  (e.g.  a l l  economic a c t i v i t y  f o r  the 
census i n d u s t r y  data) and because the 
range of l i n g u i s t i c  e..:pression over d i f -  
f e r e n t  respondents (e.g.  a l a rge  random 
sample of the general popu la t i on )  i s  a lso 
g rea t .  Knowledge r e p r e s e n t a t i o n s  r e q u i r i n g  
hand work on each d i f f e r e n t  word, word 
sense, or meaning are not general i y 
sui t a b l e  where these e..:tensi ve knowl edge 
bases are requ i red .  

3 . ~ Vectors over Codes 

The semantic r e p r e s e n t a t i o n  used 
in our eyper iments w i th  automat ic coding 
i s  a rea l  vec tor  over the coding set C. 
The meaning of each word, phrase, or o ther  
l i n g u i s t i c  c o n s t r u c t ,  i s ,  f o r  the purposes 
of coding,  represented by a vec tor  over C; 
the value of the c i - t h  component r e p r e -  
sents the tendency of the cons t ruc t  to  
represent  a response which should be coded 
to  c i .  For e.,'ample, a phrase which always 
i s  coded to  a p a r t i c u l a r  code cO might 
have a cO component of 1 and a l l  o ther  
components O. The remainder of t h i s  paper 
d iscusses how to  b u i l d  these vec to rs  f o r  
words from hand-coded data, how to  combine 
the word vec to rs  i n t o  vec to rs  rep resen t i ng  
the e n t i r e  NL response, and how to  e..:tract 
the code from the cons t ruc ted  vec to r .  

3.3 B u i l d i n g  the Database 

The semantic r e p r e s e n t a t i o n  vec- 
t o r s ,  c a l l e d  semantic vec to rs ,  or s imply  
vec to rs  in  the fo l l ow ing . ,  can be b u i l t  
from a hand-coded sample H of data. Let L 
be a l i n g u i s t i c  cons t ruc t  f o r  which a 

vec tor  i s  to  be cons t ruc ted .  L must have 
the p r o p e r t y  t h a t  a computer can be 
programmed to  recogn ize  i t  r e l i a b l y ,  
a l though 100% r e l i a b i l i t y  i s  not neces- 
sary.  E>'ampl es of such l i n g u i s t i c  con- 
s t r u c t s  are words, word r o o t s ,  phrases and 
kernel  sentence Ieve l  deep s t r u c t u r e s .  

For each such c o n s t r u c t  L a coun_t_ 
vector  i s  cons t ruc ted  from the sample H of 
hand-coded responses. Th is  count vec to r  i s  
a vec tor  over C in which the c i  component 
i s  the number of t imes an occurrence of of 
L was observed in responses in H which 
were hand-coded to  c i .  These vec to rs  are 
b u i l t  by passing H through a program which 
recogn izes the l i n g u i s t i c  c o n s t r u c t s  which 
occur in  each record ,  and then increments 
the count f o r  the hand-assigned code in  a 
cu r ren t  count vec to r  f o r  each cons t ruc t  
occu r r i ng  in the record .  From t h i s  
count vec to r  a n o r m a l i z a t i o n  process can 
be used to  cons t ruc t  the corresponding 
semantic vec to r .  One usefu l  n o r m a l i z a t i o n  
process i s 

seman t i c ( c i ) : =c oun t ( c i ) 
/[sum over c i  c o u n t ( c i ) ]  

of ass ign ing  code ci  w h e n  l i n g u i s t i c  
f e a t u r e  L occurs.  This p r o b a b i l i t y ,  which 
we w i l l  w r i t e  Q ( c i / L ) ,  w i l l  be used ey ten -  
s i v e l y  in  our at tempts at  automat ic  code 
assi gnment. Besi des hand-coded 
data, another source of i n f o r m a t i o n  about 
how to  code are the coding handbooks used 
by human coders. These consi s t  of NL 
phrases and assoc ia ted codes; the U.S. 
Census i n d u s t r y  coding handbook, as an 
e..'ampl e, con ta ins  about 15,000 such 
phrases. This  i n f o r m a t i o n  can be recas t  
i n t o  the above form of a vec to r  over the 
codes in the f o l l o w i n g  way: I f  the code 
f o r  phrase P i s  c, then the cth component 
of the vec to r  f o r  P i s  1 and a l l  o ther  
components are O. 

3.4 _We_i_ghting of Vectors 

The count and c o n d i t i o n a l  p rob-  
a b i l i t y  vec to rs  de f ined in  the prev ious 
sec t ion  have a d i r e c t i o n  which e.,:presses 
the tendency of the c o n s t r u c t  they r e p r e -  
sent to  cause a p a r t i c u l a r  code to  be 
assigned. In t h i s  sec t i on  we d iscuss a 
technique f o r  va ry ing  the length  of these 
vec to rs  accord ing to  t h e i r  use fu lness  in 
coding. One of the ways in  which 
vec to rs  of components can be combined i n t o  
a vec to r  f o r  the response as a whole i s  to  
add the component vec to rs .  By g i v i n g  a 
g rea te r  weight  to  those components which 
have been found to  be most usefu l  in  
coding, one reduces coding e r r o r s  caused 
by the random v a r i a t i o n  among the com- 
ponents of vec to rs  f o r  components, such as 
the word " company' which have I i t t l  e 
use fu lness  in coding. 

3.4.  1 The H e u r i s t i c  Weight. One 
way of we igh t ing  vec to rs ,  which we c a l l  
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the h e u r i s t i c  w__eight_, i s  based on the In the case where E' i s  zero,  a small 
en t ropy  of the d i s t r i b u t i o n  of codes f o r  a random e r r o r  i s  added to  the  d i s t r i b u t i o n  
given component; ( in  the  Census e x p e r i -  Vc. The added e r r o r  i s  an es t ima te  of the 
ments, the  l i n g u i s t i c  components f o r  which p r o b a b i l i t y  t h a t  c would be encountered in  
the h e u r i s t i c  weight  was computed were a response hand-coded to  a code d i f f e r e n t  
word r o o t s ,  but the computat ion works f o r  
a l l  v e c t o r s  over C, r e g a r d l e s s  of what the  
v e c t o r s  r e p r e s e n t . )  Let CO be the 
count vec to r  f o r  the f e a t u r e  ' i s  a survey 
response'  i . e .  the c i  component ks the 
number o~ responses i n our hand-~coded 
sample which have code c i ;  l e t  VO be the 
cor respond ing  v e c t o r s  of p r o b a b i l i t i e s  of 
ass ign ing  c i .  Now i f  Vc i s  the p r o b a b i l i t y  
vec to r  f o r  a c o n s t r u c t  c, Vc rep resen ts  a 
c o n s t r u c t  use fu l  f o r  coding i f  Vc i s  not 
s i m i l a r  t o  VO; however, i f  Vc i s  n e a r l y  
c o d i r e c t i o n a l  w i t h  VO, then Vc i s  of 
l i t t l e  use in  cod ing,  because the p rob-  
a b i l i t y  of c o c c u r r i n g  i s  independent of 
what code i s  assigned.  I f  the c i t h  com- 
ponents of VO, Vc are vOi, v c i ,  then we 
form p r o b a b i l i t i e s  p i '  as f o l l o w s :  

Let vc i  " : =vc i / vO i  ; 

pi  ' : =vci ' /sum (vci  ' ) ; 

The pi " r ep resen t  the probabi  I i t i e s  of 
ass ign ing  code c i  when g iven c o n s t r u c t  c 
under the  c o n d i t i o n s  t h a t  the c o n d i t i o n a l  
p r o b a b i l i t i e s  of ass ign ing  c i  when given c 
remained the same, but the  d i s t r i b u t i o n  of 
codes in  the sample as a whole i s  made 
uni form. As the next  step i n 
computing the  h e u r i s t i c  we igh t ,  we compute 
the en t ropy  E' us ing the  uni fo rmized 
p r o b a b i l i t i e s  p i ' :  

E'=sum p i ' , l n ( p i ' )  
over a l l  p i '  

This  i s  the en t ropy  of the d i s t r i b u t i o n  of 
the vec to r  Vc when the n o n - u n i f o r m i t y  of 
the overa l  I di s t r i  b u t i  on VO has been 
normal ized ou t .  E" i s  a minimum when Vc i s  
s i m i l a r  t o  VO and i s  approaches 0 when Vc 
has a l a r g e  p r o b a b i l i t y  f o r  a code which 
i s  i s  r a r e  in  the sample as a whole. 

The f i n a l  step in  the h e u r i s t i c  
weight  computat ion i s  t o  t r ans fo rm  E' in  
such a way t h a t  c o n s t r u c t s  t h a t  are use fu l  
in  coding have a l a r g e  p o s i t i v e  we igh t ,  
whi I e those which are use less  have a 
weight  near O. This means t h a t  we want a 
t r a n s f o r m a t i o n  which maps the normal ized 
e n t r o p i e s  E' near 0 i n t o  l a r g e  h e u r i s t i c  
we igh ts ;  conve rse l y ,  e n t r o p i e s  near the 
minimum of E ' ,  (which i s  a cons tan t  
In ( l / n )  depending on n, the number of 
codes) are to  be mapped i n t o  a small 
i n t e r v a l  around O. The f u n c t i o n  

H= (Eu-E") IE" 

has t h i s  p r o p e r t y ,  where 

Eu i s  the en t ropy  of the un i fo rm d i s t r i b u -  
t i o n  over C; 

than t h a t  encountered so f a r .  This a d d i -  
t i o n  of a random e r r o r  i s  j u s t i f i e d  by the 
na tu re  of the data,  because words some- 
t imes appear in  unusual c o n t e x t s  as proper 
names, as used by persons w i t h  l i m i t e d  
Eng l i sh ,  or as t r a n s c r i p t i o n  e r r o r s ;  
t h e r e f o r e  a very  l a rge  sample would con- 
t a i n  few i f  any d i s t r i b u t i o n s  w i th  zero 
en t ropy .  

The h e u r i s t i c  weight  computed by 
t h i s  method appears to  agree w i th  our 
i n t u i t i v e  no t i on  of how s p e c i f i c  a word i s  
f o r  cod ing.  Where the coding i s  over a set  
of about 250 (U.S. Census-def ined)  i n -  
d u s t r y  c l  asses, some  heur i  s t i  c wei ghts  
de f ined  from a hand-coded sample of around 
100,000 are given in the f o l l o w i n g  t a b l e :  

co. 1.78 c i t r u s  7.07 
p I ant 1.85 shoes 7.25 
s e r v i c e  1.98 h o s p i t a l  9.17 
metal 3.80 l i q u o r  12.0 
medical 4.10 beer 12.3 
i r o n  4.35 a i r l i n e  58.6 
farm 4.60 t u r b i n e  60.0 

The h e u r i s t i c  we ight  can be viewed 
as a g e n e r a l i z a t i o n  of of the i nve rse  
document f requency wei ght f o r  terms in  
i n f o r m a t i o n  r e t r i e v a l .  In the i n f o r m a t i o n  
r e t r i  eval case, t he re  are j u s t  2 
c a t e g o r i e s ,  r e l e v a n t  and i r r e l e v a n t ,  i n t o  
which documents are to  be assigned.  In the 
case of j u s t  2 c a t e g o r i e s ,  the i nve rse  
document f requency and h e u r i s t i c  weight  
are app rox ima te l y  p r o p o r t i o n a l  f o r  the 
case where one of the c a t e g o r i e s  (e .g .  the 
t e l  evant documents) as very  Iow 
probabi I i t y .  

3 . 4 . 2  Other Methods of Weight ing 
Vectors .  A l t e r n a t i v e l y ,  one might 
weight  each vec to r  by the c o r r e l a t i o n  over 
a l l  responses in  the hand-coded sample 
between the hand-assigned weight  f o r  a 
code and the weight  assigned by the vec-  
t o r .  More p a r t i c u l a r l y ,  f o r  each response 
r and code c l e t  h ( r , c ) = l  i f f  the hand- 
assigned code of r i s  c, and h ( r , c ) = O  i f  
the hand-assi  gned code i s not c. Let 
v ( r , c ) = t h e  c th component of v, i . e .  the 
p r o b a b i l i t y  of code c g iven the c o n s t r u c t  
represented  by c. Then i f  t he re  are #C 
codes and #R responses, t he re  are #R~#C 
(h,v)  p a i r s ,  over which we compute the 
c o r r e l a t i o n  c o e f f i c i e n t :  S t a r t i n g  w i t h  the 
usual fo rmu la  f o r  the c o r r e l a t i o n  c o e f f i -  
c i e n t  and app l y i ng  some a lgeb ra ,  we get 

r= (#C~sum ( v c ~ 2 ) - 1 )  ~ (1/2)  
codes 

/ (#C-1) ~ (1/2) 

E" i s  the en t ropy  E ' ,  mod i f i ed  s l i g h t l y  i f  
necessary t o  i nsu re  t h a t  E" i s  non-zero .  

This correlation coefficient is seen to be 
0 for the uniform distribution, and one 
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f o r  a vec tor  w i th  j u s t  1 non-O component, vec to rs  f o r  words i n t o  vec to rs  f o r  
For vec to rs  between the un i form and phrases. Weighted sums g e n e r a l l y  were good 
s i n g l e - v a l u e d  extreme, the c o r r e l a t i o n  at i d e n t i f y i n g  poss ib le  codes but were 
c o e f f i c i e n t  i s  between 0 and 1. more e r r o r  prone, swayed by a s i n g l e  word 

Just as f o r  the h e u r i s t i c  weights which was s t r o n g l y  assoc ia ted w i th  a 
of the prev ious sec t i on ,  the c o r r e l a t i o n  p a r t i c u l a r  code. The product  of cond i -  
c o e f f i c i e n t  should be computed w i th  a t i o n a l  p r o b a b i l i t i e s  method, on the o ther  
vec tor  of p r o b a b i l i t i e s  which have been hand, avoided these e r r o r s ,  but sometimes 
un i fo rm ized  w i th  respect  to  the d i s t r i b u -  f a i l e d  to  i d e n t i f y  codes t h a t  should be 
t i o n  of codes in the sample as a whole, so assigned, because the r a t i o n  between best 
t h a t  a vec tor  w i th  p r o b a b i l i t i e s  s i m i l a r  and next codes f a i l e d  the coding 
to  the sample as a whole has a computed c r i t e r i o n .  Although not t r i e d  in 
c o r r e l a t i o n  c o e f f i c i e n t  of 0. This no r -  the above exper iment,  i t  would be 
m a l i z a t i o n  i s  impor tant  because some codes ~easonable to  t r y  these two methods 
may occur much more f r e q u e n t l y  than toge ther  in  a gene ra te -and - t es t  a l g o r i t h m  
o thers ,  s i m i l a r  to  t h a t  used in many  a r t i f i c i a l  

4. Cons t ruc t i ng  Vector Representat ions 

In the overview sec t ion  of the 
paper, the vector  r e p r e s e n t a t i o n s  and the 
comb i nat i on methods ac tua l  I y used i n 
experiments were descr ibed.  In t h i s  sec- 
t i o n  the r e l a t i o n  between the methods are 
di scussed and some re f  i nements are 
suggested. 

4.1 R_e!0ati0ve Cod iog Effectiveness 

i n t e l l i g e n c e  programs. The weighted sum 
would be used to  suggest one or a small 
set of poss i b l e  codes. I f  one code were so 
suggested, i t  would be assigned on ly  i f  
the product  score was s u f f i c i e n t l y  good 
r e l a t i v e  to  the product  scores of o ther  
codes. This would e l i m i n a t e  weighted sum 
assignments which were based on on ly  pa r t  
of the response which was h i g h l y  r e l a t e d  
to a p a r t i c u l a r  code. I f  several  codes 
were suggested, some f u n c t i o n  of sum and 
product  codes would be requ i red  to  pass a 
c r i t e r i o n  f u n c t i o n  before  coding occurs. 

4.2 L.i ngui s t i  c Refinements 

4.1.1 Phrase Matching. There i s  In the exper iment,  on ly  phrases 
a saying in the a d v e r t i s i n g  i n d u s t r y  t h a t  and word stems were used. However, o ther  
a smart dime never beat a s tup id  d o l l a r ,  l i n g u i s t i c  f e a t u r e s  can be r e l i a b l y  recog-  
The same app l i es  here: noth ing beats n ized by computer and might improve the 
phrase matching, where e x a c t l y  the e n t i r e  performance of the code assignment 
~Don_se, at l eas t  up to  t r i v i a l  v a r i a -  s t r a t e g i e s .  
t i o n s ,  i s  matched aga ins t  an en t r y  in a 
coding l e x i c o n .  This method i s  f a s t  and 
r e l i a b l e .  I t  was not used to  maximum 4.2 .1  Case  Grammar. In a seman- 
e f f e c t i v e n e s s  in the Census exper iments,  t i c  theory  t ha t  has become w ide l y  used in  
because of an u n w i l l i n g n e s s  to  add to  the computerized language process ing,  F i l l m o r e  
coding manual o n l i n e .  In a p roduc t ion  noted t h a t  s imple sentences cons is ted  of a 
system, one should c o n s t a n t l y  add new verb and a set of arguments, expressed as 
phrases to  the o n l i n e  coding handbook noun phrases, which stand in  f i x e d  seman- 
because new phrases are c o n s t a n t l y  coming t i c  r e l a t i o n s  to  the verb. Viewed in t h i s  
i n t o  use; the coding handbook used in  the way, a s imple sentence has the f o l l o w i n g  
experiment reported above, for example semantic parts 
contained "tourist cottage" but not 'com- 
puter store' One method of iden- action: the action that takes place, 
tifying new phrases to add to the coding described by the sentence verb: 
handbook is to write out to a special file 
the complete tex't  of responses which are ob j ec t :  the t h i n g  which i s  a f f e c t e d  or 
not phrase-coded. One may s o r t  these to  changed by the a c t i o n ;  
i d e n t i f y  common phrases not in the coding 
handbook and present  the l i s t  to  exper ts ,  source: the environment or s t a t e ,  pa r -  
who can i d e n t i f y  phrases and assoc ia ted t i c u l a r l y  of the o b j e c t ,  be fore  the 
codes t h a t  should be added to  the l e x i c o n ,  a c t i o n ;  

Phrase matching as an i n i t i a l  
coding method a lso increases the s t a t i s t i -  l o c a t i o n :  the environment or s t a t e ,  pa r -  
cal independence of words in the res idue  t i c u l a r l y  of the o b j e c t ,  dur ing  the 
of records not coded by phrase matching, a c t i o n ;  
This independence i s  an assumption behind 
the product  scor ing  and the e r r o r  es t ima-  d e s t i n a t i o n :  the environment or s t a t e ,  
t i o n  f o r  l i n e a r  sco r ing ,  p a r t i c u l a r l y  of the o b j e c t ,  a f t e r  the 

act i on ; 

4 .1 .2  Add i t i on  versus M u l t i p l i c a t i o n .  agent: the t h i n g  which causes the a c t i o n ;  
In the exper iment,  both a d d i t i o n  

and m u l t i p l i c a t i o n  were used to  combine ins t rument :  the t h i n g  which i s  used in 
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c a r r y i n g  out the a c t i o n ;  

We note t h a t  t h i  s I i s t  of case con- 
s t i t u e n t s  i s  t y p i c a l  and s u i t a b l e  f o r  
automat ic  cod ing,  but t h a t  l i n g u i s t s  
d i f f e r  on e x a c t l y  what the cases are and 
how they  are de f i ned ;  Natura l  
languages use word o rde r ,  word endings,  
f u n c t i o n  words and s tanda rd i zed  p a t t e r n s  
of case cooccurrence to  mark the case of 
noun phrases in  a sentence. For example, 
in  Eng l i sh  the o b j e c t  in  a s imple sentence 
appears a f t e r  the verb w i t h o u t  a preceding 
preposi  t i  on. 

4 . 2 . 2  Word  Uses. Case grammar 
can be app l i ed  t o  sentence f ragments as 
we l l  as sentences.  The grammar of such 
f ragments ,  however, i s  a f u n c t i o n  of the 
ques t ion  which the f ragments answer. As i s  
t r u e  most l i n g u i s t i c  data ,  respondents 
choose a grammatical  form which e l i m i n a t e s  
redundant i n f o r m a t i o n  and which p laces 
i n f o r m a t i o n  known to  the ques t i one r  and 
present  in  the  response be fo re  i n f o r m a t i o n  
in  the response new to  the q u e s t i o n e r ;  
( t h i s  i s  the "g iven-new" p r i n c i p l e  in  
l i n g u i s t i c s . )  For example, in  response to  
the ques t i on  ."Where do you work? ~ the  
answer i s o f t e n  a f r e e - s t a n d i n g  noun 
phrase which i s  a l o c a t i o n  in  the sentence 
which would desc r i be  the a c t i v i t y  of the  
w o r k s i t e .  Another common response to  t h i s  
quest i on i s a nominal i z ed verb p I us 
o b j e c t .  I n s p e c t i o n  of the  data con f i rms  
the general  I i ngui s t  i c observat  i on t h a t  
the form of the ques t i on  very  t i g h t l y  
c o n s t r a i n s  the  grammatical form of the 
response; in  the case of the i n d u s t r y  
census q u e s t i o n s ,  a few grammatical  forms 
cover al I but a few reco rds .  

Survey responses are t y p i c a l  I y 
very  s h o r t  sentence f ragments ;  4 words or 
l ess  were t y p i c a l  in  the i n d u s t r y  data of 
the exper iment .  Computer programs whi ch 
make use of endings,  word order  and o the r  
s y n t a c t i c  f e a t u r e s  can i d e n t i f y  the case- 
grammar f u n c t i o n  of most words in  the  
response. Furthermore these programs can 
decide i f  a word in  a noun phrase i s  a 
head noun or a mod i f y ing  word. We w i l l  
d e f i n e  a word use as a t r i p l e  (w , c , hb ) ,  
where w i s  a word, c a case grammar f u n c -  
t i o n  and hb e i t h e r  head-noun, mod i f y ing  
word, or not  a p p l i c a b l e  ( f o r  ve rbs ) .  A f t e r  
p rocess ing  w i t h  the a p p r o p r i a t e  l i n g u i s t i c  
anal ys i  s programs, a response may be 
consi dered t o  be a set  of word uses. 

Using such marking of word occu r -  
rences w i t h  case f u n c t i o n  and head-noun or 
mod i f y ing  word f o r  noun phrase words, we 
can b u i l d  and use c o n d i t i o n a l  p r o b a b i l i t y  
v e c t o r s  f o r  word uses in  the  same way in  
which such v e c t o r s  were b u i l t  and used f o r  
word stems. However, f o r  many words, 
i n fo rma l  hand i n s p e c t i o n  of the data 
suggests t h a t  such v e c t o r s  f o r  the same 
word but d i f f e r e n t  uses would vary  con- 
s i d e r a b l y  in  d i r e c t i o n  from one another .  
For example ~farm." as a head noun in  a 
f r e e - s t a n d i n g  noun phrase answering ~Where 
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do you work" i s  f o r  i n d u s t r y  coding very  
h e a v i l y  assoc ia ted  w i th  the a g r i c u l t u r e  
code. On the o ther  hand, ~ farm" as a 
mod i f y ing  noun i s  much more commonly used 
in  responses which code to  machinery and, 
s u p p l i e s  used by farms, i . e .  responses 
w i th  codes o ther  than ag r i  c u l t u r e .  I t 
would appear, from t h i s  and o ther  s i m i l a r  
examples, t h a t  word uses are b e t t e r  
p r e d i c t o r s  of codes than word r o o t s .  

4 . 2 . 3  Features Based on W o r d  Uses. 
The bas ic  p r i n c i p l e  of the coding 

al go r i  thm presented in  the " overview." 
s e c t i o n  i s  t h a t  when a l a r g e  c o n s t i t u e n t  
determines a •code then i t  i s  assigned 
be fo re  proceeding to  sma l le r  c o n s t i t u e n t s .  
This p r i n c i p l e  can be employed f o r  word 
uses by b u i l d i n g  a coding d i c t i o n a r y  in  
which the e n t r i e s  are se ts  of cooccu r r i ng  
word uses and an assoc ia ted  code. Such a 
di c t i  onary woul d be consul ted be fo re  
a t t emp t i ng  t o  code using sums or p roduc ts  
of word use v e c t o r s .  Th is  d i c t i o n a r y  would 
be s i m i l a r  to  the o r d i n a r y  coding d i c t i o n -  
ary  but would a l l o w  f o r  more v a r i a t i o n  in  
l i n g u i s t i c  su r face  s t r u c t u r e  in  responses 
which can be s u c c e s s f u l l y  matched aga ins t  
the d i c t i o n a r y .  Another re f i nement  
based on word uses i s  to  subd i v i de  the 
head-noun versus mod i f y ing  word d i s t i n c -  
t i o n .  One might c l a s s i f y  mod i f y ing  words 
in  noun phrases accord ing  to  the sum of 
the we igh ts  of the words which come a f t e r  
them in the  noun phrase. A l t e r n a t i v e l y ,  
one might d e f i n e  an i n c l u s i o n  r e l a t i o n  on 
vec to r s  such t h a t  VI<=V2 i f  every code 
t h a t  i s  p l a u s i b l e  given V1 i s  p l a u s i b l e  
given V2; then one might d i s t i n g u i s h  
between mod i f y ing  words which precede a 
more i n c l u s i v e  word and those which do 
no t .  The m o t i v a t i o n  f o r  t h i s  d i s t i n c t i o n  
i s  found in  phrases l i k e  ' g r o c e r y  s t o r e ' ,  
in  which ."grocery" f u n c t i o n s  as i f  i t  were 
a head noun; g e n e r a l l y ,  those words f o l -  
lowed by more i n c l u s i  ve words have a 
behav ior  which i s  more l i k e  t h a t  of head 
words than i s  the behav ior  of words which 
precede words t h a t  do not i n c l u d e  them. 

5. Ass ign ing  Codes to  Survey Responses 

I f  V i s  a vec to r  which r ep resen t s  
the response r using the set  of l i n g u i s t i c  
c o n s t r u c t s ,  and c i s  a code, then the c th 
component of V i s  a rea l  number which we 
w i l l  c a l l  the s_c0ore of c in  V f o r  r us ing 
s. The vec to r  V w i l l  sometimes be c a l l e d  a 
sco r i nq  ve_ctoor. A code w i t h  the h i ghes t  
score among the c in  C w i l l  be c a l l e d  the 
bes_to code. Our bas ic  code assi gnment 
al go r i  thm ass igns the best  code to  a 
survey response represented  by V i f  t h i s  
best code has a score s u f f i c i e n t l y  b e t t e r  
than the o the r  scores.  In t h i s  s e c t i o n  we 
cons ider  s o m e  methods f o r  making the 
d e c i s i o n  about whether the best code i s  
s u f f i c i e n t l y  b e t t e r - s c o r i n g  than the r e s t .  

In dec id ing  whether an automated 
coder has assigned the r i g h t  code, octr 



on ly  a v a i l a b l e  c r i t e r i o n  i s  agreement w i th  the chance of miscoding t h a t  r e l a t e d  to  
a hand-assigned code. This  i s  in  f a c t  a s t a t i s t i c a l  e r r o r s  in  the best and n e x t -  
c o r r e c t  c r i t e r i o n  on ly  when  the hand- best scores. We can use these es t imates  in  
assigned code i s  c o r r e c t .  In research on the code assignment process to  c o n t r o l  the 
automat ic coding, i t  i s  impor tan t  to  have l eve l  of e r r o r s  due to  s t a t i s t i c a l  scor ing  
a sample of hand-coded responses c o n t a i n -  e r r o r s :  t h i s  i s  done by ass ign ing  a code 
ing as few e r r o r s  as poss ib l e .  By having when  and on ly  when the p r o b a b i l i t y  of an 
the sample hand-coded by exper ts ,  or even e r r o r  due to  a s t a t i s t i c a l  scor ing  e r r o r  
a panel of exper ts ,  the number of wrong i s  below some preset  l eve l  of e r r o r s .  
hand codes (perhaps d e f i n a b l e  as codes In a d d i t i o n ,  however, the re  i s  an 
l a t e r  r e j e c t e d  by the same or o ther  a d d i t i o n a l  e r r o r  of miscoding which i s  not 
e x p e r t s ) ,  can be reduced but not inc luded in  these es t imates ,  i . e .  the 
e l i m i n a t e d  f o r  an area as complex as e r r o r  t h a t  the h ighes t  scor ing  code i s  
i n d u s t r y  and occupat ion coding;  indeed, t r u l y  the h ighes t  sco r ing  code but i s  
f o r  some responses, the re  i s  more than one s t i l l  wrong. This component of the coding 
acceptable code. In assessing the actua l  e r r o r  can be est imated e x p e r i m e n t a l l y  by 
accuracy of an automated coder, one must comparing the observed coding e r r o r  a f t e r  
decide in  cases of disagreement w i t h  the running an automated coder on a la rge  
hand code, which code i s  c o r r e c t  or b e t -  sample of data w i th  the expected leve l  of 
t e r ,  or iT both are acceptab le .  P r e f e r a b l y  s t a t i s t i c a l  scor ing  e r r o r s .  In 
t h i s  eva lua t i on  should be done by exper ts  es t ima t i ng  the s t a t i s t i c a l  e r r o r  in  
who are b l i n d  to  which code i s  au to -  coding, we w i l l  reduce the problem to  t h a t  
m a t i c a l l y  assigned, to  e l i m i n a t e  any of e s t i m a t i n g  the e r r o r  in  ass ign ing  the 
p r e j u d i c e  aga ins t  the automat ic codes, best ins tead of the n e x t - b e s t  code. In the 

While keeping the above l i m i t a -  case where the re  are more than 2 c lose 
t i o n s  of hand coding in  mind, we w i l l  use contenders,  the p a i r w i s e  e r r o r  est imates 
ri_gh_t_ code as a convenient  shorthand f o r  can be used to  get an e r r o r  es t imate  f o r  
• " the hand-assigned code' and wrong code as one of a small set of nex t -bes t  codes, and 
a shorthand f o r  ' a  code not equal to  the in the case of a la rge  set of such nex t -  
hand-assigned code", best codes, coding i s  obv ious l y  very 

r i sky. 

5.1 _Wb_eo too Assign_ a Code 
5 .1 .2  Es t ima t ing  E r ro r s  as a L inear  Sum 
of Random Va r i ab les .  In the case 
where the scor ing  vec tor  i s  a weighted sum 

5.1 .1  Kinds of Scor ing E r ro r s .  of c o n d i t i o n a l  p r o b a b i l i t i e s  (of codes 
One problem in automat ic  coding given cons t r uc t s )  vec to rs ,  then a par -  

dec id ing  when the score of the best code t i c u l a r  code i s  h i g h e s t - s c o r i n g  w h e n  and 
i s  s u f f i c i e n t l y  b e t t e r  than t h a t  of the on ly  when some weighted sum of c o n d i t i o n a l  
o thers  to  j u s t i f y  ass ign ing  a code. In p r o b a b i l i t i e s  i s  > O. In p a r t i c u l a r  l e t  
general i t  i s  observed t h a t  as the spread b,n be the best and n e x t - b e s t  codes, 
between the scores f o r  the best code and V=sum(ai~Vi> and v ib ,  v in  the c o n d i t i o n a l  
nex t -bes t  code increases,  the p r o b a b i l i t y  p r o b a b i l i t i e s  of b and n in Vi .  b i s  
of the best code agreeing w i th  the hand assigned when 
code increases,  but t h a t  the re  are a few 
wrong codes w i th  high scores. These d i s -  sum(a i~v ib ) -sum(a i~v in )>O.  
agreements wi th the hand codes are of 
several  types.  In some cases the hand When the p r o b a b i l i t i e s  in  the 
codes are in  e r r o r .  Another source of code above are such t h a t  no one of them i s  
disagreement i s  s t a t i s t i c a l  sco r ing  _er_r_o_r_, c lose to  1, the ai c o e f f i c i e n t s ,  i f  they 
the p r o b a b i l i t y  t h a t  in  our p a r t i c u l a r  were computed e i t h e r  as h e u r i s t i c  weights  
hand-coded sampl e, the t r u e  best code or as c o r r e l  a t i  on coe f f  i c i  ents ,  are such 
appears as the n e x t - b e s t .  Stated another t h a t  they are s t a b l e  under changes in  the 
way, the s t a t i s t i c a l  scor ing  e r r o r  i s  the p r o b a b i l i t e s  { v i b , v i n } ,  prov ided t h a t  such 
p r o b a b i l i t y  t h a t  the va r ious  sample p rob-  changes are such t h a t  the p r o b a b i l i t i e s  
a b i l i t i e s  are such t h a t  the sample score s tay out of some i n t e r v a l  around 1. There- 
of the t r u e  best code ( i . e .  the one t h a t  f o r e  we can approximate the s t a t i s t i c a l  
would score best were the p r o b a b i l i t i e s  coding e r r o r  in  the above i n e q u a l i t y  by 
computed over the e n t i r e  popu la t i on  of assuming t h a t  the a.,s are cons tants  and 
responses) i s  not the h ighes t  score, l ook ing  at  the express ion on the l e f t  as a 

In the e a r l y  exper iments performed l i n e a r  sum of random v a r i a b l e s  { v i b ,  v i n } .  
w h i l e  the author was at the Census Bureau, The var iance  of the l i n e a r  sum i s  comput- 
a f i x e d  l i n e a r  f u n c t i o n  i n v o l v i n g  the best ab le in  terms of the a ' s  and the var iances 
and nex t -bes t  codes was used as a coding and covar iances of the random v a r i a b l e s .  
c r i t e r i o n  f o r  a l l  records  in a given In the reg ion  of s t a b i l i t y  we may assume 
sample. There was no c l e a r  r e l a t i o n  be- t h a t  the covar iances are O. The var iance 
tween these when-to-code f u n c t i o n s  and the of the l e f t  s ide of the i n e q u a l i t y  i s  then 
r e s u l t i n g  f r a c t i o n  of coding e r r o r s .  
However, some  s t a t i s t i c a l  and computa- var (b  over n) 
t i o n a l  techniques a l l ow  one to  get a =sum (ai ~ 2 ~  (var (vi b) +var (vi  n) ) 
record-dependent  es t imate  f o r  t h a t  pa r t  of 
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The var iances  of the { v i b ,  v i n }  can be 
computed using formulas f o r  the var iances 
of p r o p o r t i o n s  in a b inomia l  or ap- 
p rox imat ing  normal d i s t r i b u t i o n ,  so t h a t  
the var iance  of the i n e q u a l i t y  express ion 
i s  computable from a v a i l a b l e  i n f o r m a t i o n .  
This var iance  a l l ows  us to  es t imate  the 
p r o b a b i l i t y  t h a t  the score of n would be 
>= t h a t  of b, which i s  an es t imate  of the 
s t a t i s t i c a l  coding e r r o r  in  ass ign ing  the 
code b r a t h e r  than n. While t~he 
above var iance  and assoc ia ted p r o b a b i l i t y  
es t imate  i s  o f ten  best l e f t  to  a computer, 
the method i s  i l l u s t r a t e d  in t h i s  s imple 
example: Suppose the response i s ' auto 
r e p a i r ' ,  both words have a heur i  s t i  c 
weight  of 4 computed from a sample of 1000 
occurrences,  and the probabi I i t i  es of 
va r ious  codes are given by 

Table of p(code/word) 

code ' au to '  " r e p a i r '  
auto mfg. .3 0 
auto s e r v i c e  .3 .3 
e l e c t r i c a l  r e p a i r  0 .15 

s t a t i s t i c a l  coding e r r o r .  

5 . 1 .3  E r ro r  Est imates in the Unstable 
Region. When the d i s t r i b u t i o n  of 
p r o b a b i l i t i e s  in  a vec tor  i s  such t h a t  one 
p r o b a b i l i t y  i s  near 1 wh i l e  the o thers  are 
very smal I ,  the coe f f  i c i  ent (heur i  s t i  c 
weight  or c o r r e l a t i o n  c o e f f i c i e n t ,  f o r  
example) may be s i g n i f i c a n t l y  a f f e c t e d  by 
small changes in  the l a rge  p r o b a b i l i t y .  In 
t h i s  case, the above method, which assumed 
t h a t  the c o e f f i c i e n t s  were f o r  p r a c t i c a l  
purposes constant  under changes i n the 
p r o b a b i l i t i e s ,  does not apply ,  As 
an a l t e r n a t i v e  method f o r  the uns tab le  
case one may 

Est imate from the given vec tor  V the 
p r o b a b i l i t y  p t h a t  the neyt occurrence of 
the c o n s t r u c t  represented by V w i l l  not 
have the s i n g l e  h i g h - p r o b a b i l i t y  code; 

I f  p i s  s u f f i c i e n t l y  smal l ,  ignore  the 
p o s s i b i l i t y  of a change in the l a rge  
probabi I i t y ;  

Then the best code i s  ' a u t o  s e r v i c e '  when 

w t ( a u t o ) ~ p ( a u t o  s e r v i c e / a u t o )  
+ w t ( r e p a i r ) ~ p ( a u t o  s e r v i c e / r e p a i r )  
- w t ( r e p a i r ) ~ p ( e l e c t r i c a l  r e p a i r / r e p a i r )  
>0 

The var iance  of the value of t h a t  expres-  
s ion i s  

w t ( a u t o ) ~ 2 ~ v a r ( a u t o  s e r v i c e / a u t o )  
+ w t ( r e p a i r ) ~ 2 ~ v a r ( a u t o  s e r v i c e / r e p a i r )  
+wt ( r e p a i r )  ~ 2  

~ v a r ( e l e c t r i c a l  r e p a i r / r e p a i r )  
=3~16~(2~2.1~(10~-4)  + 1 . 3 ~ ( 1 0 ~ - 4 ) )  
=2.64~ 1 0 ~ - 2  

so the standard d e v i a t i o n  of the value of 
t h i s  express ion i s  0.163. The value 0 i s  
about 6.7 s . d . ' s  from the observed value 
of 1.1, so t h a t  the s t a t i s t i c a l  e r r o r  in  
t h i s  code assignment i s very smal I .  

However, i f  one had a s i m i l a r  set  
of p r o b a b i l i t i e s  but the number of obser -  
va t i ons  per word was on ly  25 ( f o r  example 
w i th  a word p a i r  l i k e  "canvas awn ings ' ) ,  
then the s .d .  i s  increased by a f a c t o r  of 
s q r t ( 4 0 ) ,  and becomes 1.03. Then the value 
0 i s  about 1.07 s . d . ' s  from the observed 
value of the express ion,  and the s t a t i s t i -  
cal coding e r r o r  i s about 14%. 

While t h i s  example i s  a made-up 
one, the numbers are t y p i c a l  of the sample 
s i zes  and p r o b a b i l i t i e s  which a r i s e  when 
c o n s t r u c t i n g  c o n d i t i o n a l  p r o b a b i l i t y  
vec to rs  from a la rge  sample of ac tua l  

Otherwise compute the s t a t i s t i c a l  e r r o r  as 
the probabi i i t y -we i  ghted average of the 
case where the la rge  p r o b a b i l i t y  remains 
unchanged and the case where the g rea tes t  
o ther  p r o b a b i l i t y  i s  incremented by the 
a d d i t i o n  of a s i n g l e  occurrence to  the 
sample w i t h  t h a t  ne.. . t -highest code in V. 
In the two subcases, the s t a t i s t i c a l  e r r o r  
i s  computed by w i th  V assumed cons tan t ,  
but vec to rs  o ther  than V which have not 
been assumed constant  at  some prev ious  
s u b d i v i s i o n  of the computat ion a l lowed to  
vary.  

6. Computer Implementat ion 

At the t ime these exper iments were 
conducted, hardware was cons ide rab l y  more 
expensive and the hardware op t ions  con- 
f i n e d  to  l a rge  computers. Processing t ime 
was ex pensive, and the concern wi th 
processing t ime per record ,  about 1 sec. 
f o r  the a l go r i t hm  in the exper iment,  
prevented more e l abo ra te  coding e..:per i - 
ments. In a d d i t i o n ,  development and ex-  
periment w i th  the program was hindered by 
the long wa i t s  and down t ime assoc ia ted 
w i th  a h e a v i l y  loaded t ime-shared 
computer. 

6.1 Codi_ng on a Local Area Network 

Today, a l l  of these l i m i t a t i o n s  
responses. The eyample i l l u s t r a t e s  the can be overcome. 1 6 - b i t  micros in a l oca l  
extreme v a r i a t i o n  in s t a t i s t i c a l  coding area network could be used to  code dur ing  
e r r o r  based on the sample p r o b a b i l i t i e s  the data e n t r y  task.  For example we might 
used in  coding. By i l l u s t r a t i n g  t h i s  use the f o l l o w i n g  system: 
v a r i a t i o n  in  s t a t i s t i c a l  e r r o r  between 
records ,  the example s t r o n g l y  suggests shared hard d i sk :  The s torage requi rements 
t h a t  coding performance can be improved by would be around 40 m i l l i o n  bytes f o r  word- 
using a boolean "when-to-code" f u n c t i o n  in  use vec to rs  f o r  i n d u s t r y  coding, p lus  
the computerized coder which est imates the another few m i l l i o n  bytes f o r  the coding 
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