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I .  INTRODUCTION 
A prime object ive of s t a t i s t i c i ans  at the 

Bureau of the Census is to provide accurate and 
t imely data from censuses and surveys in .a 
cos t - e f f i c i en t  way. Since the major i ty  of the 
surveys we conduct are per iodic and recur r ing ,  
i t  is also important to us that  the data are 
comparable from one time period to the next. 
By being extremely careful about methodology 
we believe the public w i l l  f ind our data cred- 
i b le .  Since so much public pol icy is  determined 
and so many public funds are d is t r ibu ted  on the 
basis of data from these recurr ing surveys, 
measures to insure public c r e d i b i l i t y  are very 
i mpor ta nt .  

Survey design and methodological procedures 
to insure accurate, t imely ,  comparable, and 
cos t -e f fec t ive  data go far beyond the selection 
of a sampling design, a survey est imator,  and a 
s t a t i s t i c a l  model for the charac ter is t ics  of 
i n te res t .  They  must also include such issues 
as: selection of a frame, choice of sampling 
un i t ,  pe r iod ic i t y  for recurr ing surveys, ques- 
t ionnai re  design, choice of lengths of r e c a l l ,  
co l lec t ion  method, measurement e r ro r ,  non- 
response, treatment of ou t l i e r s ,  and seasonal 
adjustment. 

survey strategy may h a v e  excel lent  
features but the data produced may be completely 
incomparable or biased unless careful a t tent ion 
is paid to these other features. Though 
nonsampling errors in large national surveys 
are far more serious than sampling er rors ,  
recognit ion of the ef fects of nonsampl i ng 
err ors have, for the most part ,  been ignored in 
the discussions of the foundations of survey 
sampl i ng. 

Models play a large role in the design of 
surveys at the Bureau. They  are used in d i f -  
ferent ways for the large,  nat ional ,  household 
surveys which have mul t ip le  uses and mul t ip le 
users than in some of the smaller indus t r ia l  
surveys which tend to have a narrower focus. 
Thus, Bureau practice of a p robab i l i t y  sampling 
design that  ensures that  confidence in te rva ls  
can be computed which w i l l  be va l id  for large 
enough samples for a wide range of charac- 
t e r i s t i c s  is important when we cannot specify 
ahead of time a l l  the mul t ip le  parameters of 
i n te res t .  

I t  is also important for data that are to 
be used in the determination of public pol icy 
that the d i s t r i bu t i on - f r ee  aspects of the 
Bureau's survey data be maintained. Random- 
iza t ion  and lack of dependence on assumed 
models for inference purposes give c r e d i b i l i t y  
to the data. 

On the other hand, in many of the surveys of 
establishments, the d i s t r i bu t i on  of es tab l ish-  
ments by charac te r is t i c  is highly skewed. Since 
there is in te res t  in many charac te r i s t i cs ,  and 
they are not a l l  h ighly corre la ted,  one cannot 
assume a single simple model would be appropri-  
ate or meaningful for a l l  the charac ter is t i cs  of 
i n te res t .  But there are some surveys which do 

have a more narrow focus and for which the Bureau 
uses model-dependent procedures. 

As stated by Smith (1976), there is not such a 
wide gu l f  between the advocates of the design- 
based and the model-based methods, and there is 
probably very l i t t l e  disagreement about the 
design of large multi-purpose surveys. There is 
l i t t l e  disagreement about the ro le  of random- 
izat ion for such surveys for protect ion against 
selection biases. There is no disagreement on 
the part of those who favor design based methods 
that models play a big part in survey design. 
However the design-based methodologi sts do 
believe that  estimation to a f i n i t e  population 
should not be dependent on assumed models. Though 
th is  is true for most of the Bureau surveys, 
there are some exceptions. 

In the remainder of th i s  paper, we w i l l  
examine the uses of randomization, the ways in 
which survey prac t i t ioners  at the Bureau use 
models and special procedures used to assure 
robustness. In the f ina l  section a real popu- 
la t ion  of establishments is used to i l l u s t r a t e  
the dif ferences among several d i f fe ren t  types 
of survey est imators. 
2. ROLE OF RANDOMIZATION 

As stated by Hansen, Madow, and Tepping 
(1978), the use of randomization and consistent 
est imators, along with a large enough sample 
size so that  the Central Limit Theorem holds is 
a way of achieving robustness of resu l t s .  There 
are also p o l i t i c a l  reasons to favor the use of 
randomization. Randomization removes personal 
biases in the selection of a sample and thus 
increases public acceptance. I t  also permits 
other data users to reanalyze survey data. 

However the use of randomization in sample 
select ion is usual ly r e s t r i c t e d .  No surveys at 
the Bureau use simple random sampling over a l l  
members of the populat ion. A l l  of the surveys 
in which randomization is an essential element 
use s t r a t i f i c a t i o n  to reduce v a r i a b i l i t y .  Many 
of these surveys include a "cer ta in ty  stratum" 
which contains very large sampling uni ts  which 
w i l l  be drawn into the sample with p robab i l i t y  
one. This is  true in the household surveys as 
well as establishment surveys. Systematic 
sampling is often used, and in some surveys 
contro l led select ion.  The net resu l t  is to 
r e s t r i c t  the set of samples that are given 
posi t ive p robab i l i t y  of select ion.  
3. ROLE OF MODELS 

Most of the discussion on the role of models 
in sample surveys has focused on the use of 
pr ior or superpopulation models in inference. 
Since we prefer to enlarge the discussion to 
tota l  survey design and not jus t  sample design, 
we also want to enlarge the scope of models 
that we discuss. As stated by Hansen, Madow, 
and Tepping (1978), the proper use of models 
has much to contr ibute to survey design, 
o rd ina r i l y  wi th in the framework of p robab i l i t y  
sampl i ng. 

Models are used extensively at the Bureau in 
a l l  phases of survey planning. We agree with 
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Sarndal 's  (1978) view that  "Every survey sam- 
pl ing s t a t i s t i c i a n  would probably in the long 
run ar r ive  at a philosophy where p r o b a b i l i t y  
sampling elements and model-based elements are 
mixed, but where empha si s vat i es . . . . . . . .  " 
Though we use models ex tens ive ly ,  for planning 
survey methodologies, we do not depend on them 
for purposes of making inferences about the 
superpopulation models to f i n i t e  popula t ion.  
We also do not use them, except in rare cases, 
in the select ion of sample un i t s .  

However, we bel ieve st rongly  that  the 
use of models improves the choice of  survey 
designs, and est imators,  and other survey 
methodologies. We shall describe b r i e f l y  some 
use of models in survey design. 
3.1 Sample Design 

Given the goals and cons t ra in ts  of  a survey, 
an essent ia l  task is  to determine the sampling 
frame and the sample un i t .  Considerable care 
must be taken on t h i s  point espec ia l l y  i f  the 
survey is to be pe r iod ic .  Considerations such 
as the handling of  b i r t hs  and deaths in the 
populat ion as well  as mergers and d i ves t i t u res  
in the case of  business establ ishments must be 
allowed for in the select ion of frame and 
sampling un i t .  Sometimes models are used in 
the determination of  sample un i t  such as in 
modeling i n t rac lass  co r re la t i ons  with respect 
to c lus ter  size in an area sample. At other 
times spec i f i c  models are not used and the 
determinat ion is based on knowledge obtained 
by prac t ica l  experience. 

In panel surveys (overlapping or not ) ,  
models have been constructed to account for 
di f f e ren t  proport ions of overlap between 
successive samples as well  as to account for 
the amount of p e r i o d i c i t y  in panel usage. When 
over lapping samples are used, models for im- 
proved estimator const ruct ion are developed for 
est imat ing change over successive occasions. 

Superpopulation models are also used in the 
determination of sample design and est imat ion;  
however, in almost a l l  cases est imators selec- 
ted are cons is tent  with respect to the sample 
design. To quote Hansen and Madow (1978), "The 
spec i f i ca t ion  of the design u t i l i z e s  substan- 
t i ve  and s t a t i s t i c a l  judgments and varying 
amounts of in format ion ava i lab le  concerning the 
populat ion and i t s  c h a r a c t e r i s t i c s ,  in such a 
way that  good judgments, inc lud ing good use of 
pr ior  in format ion,  w i l l  reduce the mean square 
error per un i t  of cost ,  but poorer judgments, 
or larger er rors  in the pr ior  in format ion,  
may lead to larger mean square e r ro rs  but 
the estimator w i l l  nonetheless be cons i s ten t . "  
This statement embodies 
p rac t i t i one rs  of sample 
sizes are large.  
3.2 Questionnaire Design 

Considerable a t ten t ion  
biases a r i s ing  from the 
fa i r I y wel I e stab I i shed 

the view of Bureau 
design w h e n  sample 

is paid to possible 
quest ionnai re .  ' I t  is  

that  the context in 
which questions are placed, the length of the re-  
ca l l  per iod,  and the format of  the quest ionnaire 
a f fec ts  the r e p l i e s .  Models are used in the 
development of  a survey quest ionnaire to reduce 
the amount of  bias in the r e s u l t s .  
3.3 Co l lec t ion  Methods 

Survey p rac t i t i one rs  are eager to reduce 

the cost of surveys. Using the telephone for 
data co l l ec t i on  is  one way to reduce costs. 
In fact  many surveys in marketing and in 
academic set t ings are based on random-digi t  
d ia l ing  methods in which the set of a l l  assigned 
telephone numbers is  the frame for the survey. 
The f rac t ion  of the populat ion having telephones 
is  about .93 in the U.S., but those people who do 
not have telephones are more l i k e l y  to be un- 
employed, to have acute health cond i t ions ,  to 
suffer cr iminal  v i c t i m i z a t i o n s ,  and to exh ib i t  
several other cha rac te r i s t i c s  of i n te res t  in 
se t t ing  publ ic  po l i c y .  Therefore, i t  i s  essen- 
t i a l  tha t  those people be represented in our 
surveys. This impl ies a dual -frame design 
wi th the sample s p l i t  between the two f r a m e s - -  
one a frame of telephone numbers and the second 
an area sample frame to pick up nontelephone 
households. A considerable amount of  modeling 
work is  cu r ren t l y  underway to determine the 
appropr iate sample a l l oca t i on  for the two frames. 
3.4 Measurement Error 

Measurement errors in sample surveys are 
caused by respondents, i n te rv iewers ,  coders, 
and the in te rac t ion  among them. The Bureau 
developed a mean-square error  model to show the 
combined e f fec ts  of sampling and measurement 
error on the est imator of a populat ion mean. The 
use of in terpenetrated subsamples as suggested 
hy Mahalanobis has been the basis of  the e s t i -  
mation of the parameters of that  model. The 
resu l t s  are used to help determine i f  resources 
should be used to increase the sample size thus 
reducing sampling error or to reduce sample size 
in order to use resources to reduce in terv iewer  
or coder e r ro r .  

Models have been used to help in i n t e r p r e t -  
ing other survey phenomena, one of them being 
incons is tenc ies in what is  known as "gross f low" 
data from the Current Population Survey. This 
phenomenon is  i l l u s t r a t e d  by large changes in 
labor force status of  people in sample in con- 
secutive months. Ful ler  and Chua (1982) have 
developed a model to describe the problem as have 
Zel lner and Abowd (1982). 
3.5 Nonrespon se 

No survey is  for tunate enough that  complete 
response is  rea l i zed .  There is  always some 
residue of  nonresponse from un i ts  that  could not 
be contacted. Models are i m p l i c i t  in a l l  of the 
procedures the Census Bureau uses for nonresponse 
adjustment. In recent years we have  begun 
experimenting with e x p l i c i t  models for such 
adiustments. 
3.6 Estimation 

The choice of a survey estimator depends 
e i ther  i m p l i c i t l y  or e x p l i c i t l y  on the use of 
models. But such models are not l im i ted  to 
superpopulation models used by authors such as 
P oya l l ,  Godambe, and so fo r th .  Rather, the 
models must take in to account the to ta l  com- 
ponents of survey design such as data co l l ec t i on  
and processing as well as cons t ra in ts  such as 
cost .  The existence of an a u x i l i a r y  var iab le ,  
x, cor re la ted with a var iable of i n te res t  y 
may d ic ta te  and indeed resu l t  in the choice of  
a r a t i o  or regression estimator whether they 
are optimum with respect to a superpopulation 
model or not .  
4. PROCEDURES TO ENSURE ROBUSTNESS 

As we view i t  robustness in survey work per- 
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ta ins to the issue of sa t is fac tory  performance 
of survey designs and estimators when mod- 
e ls ,  previously thought to be correct and used 
in the survey planning, are not va l id  at the 
time of the survey. A survey strategy is f e l t  
to be robust when despite model f a i l u r e ,  the 
goals of the survey can s t i l l  be achieved with 
minor loss in precision over that  obtainable 
with no model f a i l u r e .  

As stated previously,  the use of randomi- 
zation and design-consistent estimators togeth- 
er with large sample sizes tends to provide 
robust survey designs. The ef fect  of ou t l i e r s  on 
sample estimates can be t reated,  for example, 
in panel surveys, by est imation procedures that  
reduce sample weights of such ou t l i e rs  but 
requi r ing addit ional  repor t ing in successive 
panels. We feel that  st r ingent ed i t ing rout ines 
that check for logical  re la t ionsh ips  among data 
reported as well as analyst review reinforces 
the "robustness" property of our survey methods. 

Much e f fo r t  is expended in maintaining and 
updating survey coverage of the target  popu- 
la t ion  to el iminate biases in the survey e s t i -  
mators. Detai ls such as removing deaths and 
adding b i r ths  permit survey estimates to be 
comparable over t ime. Large per uni t  costs for 
some segments of the population are to lerated 
in a t ta in ing  complete coverage. This nccurs in 
populations of business establishments where 
the smaller ones tend to enter and leave f re-  
quently and survey estimates for the ent i re  
population are required monthly. Because 
coverage is complete i t  is f e l t  that large 
changes in charac ter is t i cs  can be sat is fac-  
t o r i l y  detected. For example, such a survey 
w i l l  be sa t is fac tory  and robust in a severe 
recession where many small establishments leave 
and few establishments enter in a dispropor- 
t ionate manner to the ent i re populat ion. 
5. A NUMERICAL EXAMPLE 

In the fol lowing numerical work, the e s t i -  
mation of a to ta l  for several data items 
col lected in a 1979 annual survey of confect ion-  
ary establishments is considered. The charac- 
t e r i s t i c s  to be examined are quant i ty  and value 
of shipments for chocolate and non-chocolate 
confectioners and for thei r  combined t o t a l s .  
The universe is highly skewed with 40 percent 
of the establishments accounting for 90 per- 
cent of the t o t a l .  To s impl i fy  the comparison 
of methods, the or ig ina l  universe of 250 
establishments was reduced to 203 by e l imin-  
at ing establishments that had gone out of 
business or had recent ly come into business. 
The data f i l e  used contained both 1978 and 
1979 data for each charac te r i s t i c  of i n te res t .  
A sample size of 50 was a r b i t r a r i l y  chosen for 
the analys is.  
5.1 Cutoff Sample Versus S t r a t i f i c a t i o n  

In th i s  section We u t i l i z e  the  development 
re lated to the use of cu to f f  samples as out l ined 
in Hansen, Hurwitz and Madow (1953) Vol. I ,  page 
486 in which the class of r a t i o  type estimators 
r = [Wlr I + W2r2]X in a two stratum design with 
simple random sampling wi th in strata is  examined 
with respect to mean square error (MSE). Nota- 
t i o n a l l y ,  in the present context r i ,  i = l ,  2 is 
the ra t i o  of sample sums of 1979 to 1978 data 

sented only 
Since the 
years the 
l i t t l e  from 
o f f  sample. 
there were 
change and 
sented 63 
MSE's that  
spec i fy i ng 

for stratum i based on a sample of size n i ,  
n I + np_ = 50 and W 1 is a weight constrained to 
l i e  in the in terval  [ 0 , I ] .  The X represents 
the known 1978 to ta l  for the charac te r i s t i c  
of i n te res t .  The class of ra t i o  type es t i -  
mators contains the separate ra t i o  est imator.  
The strata were formed by assigning a l l  
establishments with 1978  to ta l  value exceed- 
ing 12 mi l l i on  dol lars in stratum I .  The 
resu l ts  for each of the six charac ter is t i cs  
examined (e.g. ,  to ta l  quant i ty of chocolate, 
to ta l  value, e t c . ,  for 1979) were s im i l a r .  In 
every case, the MSE(r) was minimized for 
n I = 50 and W 1 = 1 ind ica t ing  the op t ima l i t y  
of a cu to f f  sample with a r a t i o  est imator.  
The mi ld ly in terest ing observation with 
respect to the charac ter is t i cs  was that  the 
establishments in the cu to f f  sample repre- 

63 to 90 percent of the t o t a l .  
data represented two successive 
overal l  rates of change d i f fe red 
the rates of change of the cut-  

However, charac ter is t i cs  where 
some dif ferences in the rates of 
where the cu to f f  sample repre- 
percent of the to ta l  y ielded 
were simi lar in size to designs 

samples from both s t ra ta .  Should 
the di f ferences in the rates of change in -  
crease over time, the str.a t i f ied random 
sample design would y ie ld  the smaller MSE. 
5.2 Tradi t ional  Estimators and a S t r a t i f i e d  

Design 
The universe of confectionary establish- 

ments described above was used further in 
comparing some traditional estimators of total 
under a strat i f ied design. The establish- 
ments were strat i f ied by size of 1978 total 
value of shipments and sample s izes  were 
allocated to strata using the variables 
1978 and 1979 non-chocolate quantity of ship- 
ments under Neyman a l l oca t i on .  Four strata 
were designated including a cer ta in ty  stratum 
of 17 un i ts .  Keeping with a to ta l  sample size 
of 50, the remaining 33 sample uni ts were 
al located to the other three s t ra ta .  Five 
estimators of tota l  including the usual 
s t r a t i f i e d  estimator denoted Y were examined. 
The other four were  the combined r a t i o ,  YCR, 
the separate r a t i o ,  YSR,  the combined re-  
~ression, YCG and the separate regression, 
YSG. The estimators can easi ly  be found in 
Cochran (1963) so they are not detai led here. 
For ~ the stratum sample sizes were 9, 14 and 
I0 and for the other four they were I0,  I I  
and 12. In estimating e a c h  1 9 7 9  charac- 
t e r i s t i c ,  the same 1978  charac te r i s t r i c  was 
used as an aux i l i a ry  var iab le.  For every 
charac te r is t i c  of i n te res t ,  the coe f f i c ien t  
of var ia t ion (C.V.) of Y was at least double 
that of any of the remaining est imators. I t  
was also observed that there was almost no 
di f ference in C.V. among any of the four 
remaining est imators. F ina l l y ,  note that 
the C.V.'s were computed using large sample 
approximations to the variance. 
5.3 Monte Carlo Invest igat ion 

Given the s t r a t i f i e d  design described in 
the previous section with stratum sample 
sizes I0,  I I  and 12 a l im i ted  Monte Carlo 
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i nves t iga t ion  was conducted. ~ to ta l  of 
150 s t r a t i f i e d  samples was generated, each 
cons is t ing of combinations of systematic 
samples selected from w i th in  each stratum. 
The establ ishments w i th in  each stratum were 
ordered by the i r  1978 to ta l  value of ship- 
ments pr ior  to sampling. In addi t ion to 
the f ive est imators of to ta l  mentioned in 
section 5.2 four other est imators were 
inves t iga ted .  Two of the est imators were 
motivated by a pred ic t ion  theory approach 
(Royal l ,  1981) and two from a Bayesian 
approach. 

The study focused on a single c h a r a c t e r i s t i c ,  
namely 1979 value of shipments (y) wi th 1978 
to ta l  value of shipments (x) as an a u x i l i a r y  
var iab le .  I t  was assumed that  the super- 
populat ion variance of y was proport ional  to 
x. The f i r s t  p red ic t ion  theory^  based e s t i -  
mator considered was YGLS where YGLS = ZYi + 

i~s 
~GLS Zxi and ~GLS = (. } :xi)- l .Zy i .  The second pre- 

i t s  l~S l~S ^ 

d ic t ion  theory based est imator was^ YG where 
~G = ~:Yi + (N-n)~o + ~l}:Xi where Bo and ~I 

i~s i t s  
are the usual weighted leas t  squares est imators 
under the model Yi = Bo + BlXi + ei i = I ,  
~ o " "  n and the e i are d i s t r i bu ted  independently 

~2x~) The f i rs t  estimator is described 
in'Royail" a,,~ Cumberland (1981). The second 
estimator is a direct application of weighted 
least squares estimation of the regression 
coefficients. 

The remaining two estimators are derived via 
a Bayesian argument and use prior data relation- 
ships. That is, in addition to a linear model 
relating y and x, a relationship between x and 
z (where z represents data for a year prior to 
that for x) is also used to estimate the re- 
lationship between y and x. Assume that  
I) Yi = ~cXi + ~i where ~i-N(o, ~ x i )  and 
2) x i = BpZi + Yi where ¥i-lq(o, oLz.i). Hence 
the data are assumed to obey a regression rela- 
tionship but the regression parameters may 
change from year to year. The two point esti-  
mators of total presented below minimize the 
posterior expectation of the quadratic loss 
function under separate specifications of prior 
distributions of the regression coefficients. In 
the f i r s t  case, ~c = ~p = ~ and ~ is  assumed 
to have a noninformative p r i o r .  The B ayes e s t i -  
mator of  to ta l  in t h i s  case is YB = ZYi + 

~BZxi where ~B : >'~c + 
i~s 

" = [Zxi]-I ~Yi, ~p = 
~c i t s  i~s 

N 
>. = ([~zi]- I  + [Zx i ] - l )  -I 

i i~s 

(1-X)~p, 
[Zz i ] - l r .x  i and 
i~s l~S 

N 
[z z i ] - I  . 

i 

i~s 

The second est imator is hased on the pr ior  
d i s t r i b u t i o n  speci fy ing that Bc given Bp. is  
~ r m a l l y  d i s t r i bu ted  with mean Bp and variance 

and that  B has a noninformative p r i o r .  
The estimator Pof to ta l  in t h i s  case is  
~C = ZYi + ~M~]Xi where ~M = @~c + (l-@)~p, 

i~s iCs 
~c ~p are as prev iously  def ined, and 

N 
@ : [62 + ($ -2Zz i ) - I  + ( $ - 2 ~ x i ) - I ] - I  

i i t s  
N 

• Fa 2 + $-2Z.z i ] and ~2 = (n-I)-I}i(yi-~cX i )2x~l. 
I i~s 

A pr i or was not for mul ated for 6 2. I n- 
stead 62 was estimated in a rough manner by 
using published t o t a l s  from previous years and 
computing the sampling variance of ra t i os  of 
current  to previous year data for e ight  succes- 
sive years.  

The nine est imators together wi th t he i r  v a r i -  
ance est imators were appl ied to each of the 150 
samples in the Monte Carlo i n v e s t i g a t i o n .  In the 
case of  the pred ic t ion  based est imators ,  e s t i -  
mates of the i r  error variances (see Royall and 
Cumber land (1981)) were computed. The variance 
est imators of the t r a d i t i o n a l  est imators men- 
t ioned in section 5.2 can be found in Cochran 
(1963) and w i l l  not be repeated here. We l e t  
v(YsG) denote the est imator o f  variance of  the 
separate regression estimator and use s imi lar  
notat ion for the other t r a d i t i o n a l  est imators 
in the graphs below. Three est imators of  the 
error variance of YGLS were considered. The 
f i r s t  two est imators,  vI(YGLS) and v2(YGL S) 
are denoted v L and v H respec t i ve ly  by Royall 
and Cumberland (1981). The t h i r d ,  v3(YGL S) ,  
is  s imi lar  to v H when the lower order term is  
omit ted.  I t  is  sometimes used as an est imator 
of  variance of  a r a t i o  est imator of  to ta l  under 
a simple random sampling design. The estimator 
of the error variance of YG is s t ra igh t fo rward  
and is  denoted v(YG). F i n a l l y ,  the e s t i ~ t o r s  
for YB and YC are v(Y B) = (N-n)~ + 

N 
o2[Zzi + ~ixi]-I [Zxi]2 and v(Y C) = (N-n)o 2 + 

i i~s iCs 
N 

[~-2. Zx i + (6 2 + {o-2Zzi}- l)-I ] -I [}]xi ]2 
1~s i iCs 

where o 2 has been prev ious ly  def ined. 
5.4 Di scussion 

Figures &-D present resu l t s  for the e s t i -  
mators YSG, YGLS, YG and YC- The others were 
el iminated because of space l i m i t a t i o n s  but are 
included in the d iscussion.  The resu l t s  repre-  
sent ca lcu la t ions  based on a 21-term s l id ing  
window. They are s imi lar  to centered 21-term, 
moving averages, except some of the resu l t s  are 
not averages. For a given est imator of to ta l  
Y and a given est imator of  i t s  variance v(Y),  

1/2 , and the terms ERROR (Y), (MSE(Y)) 1- 
( v (Y ) ) i / 2  denote ERROR (Y) = 21 z (y_y) ,  

Z/2 (21-I ~ 2(Y-Y)2)I/2 and 
(MSE(YI)2 - i21 Zv(Y)) . re (v (Y)) - -l / spect i vel y, 
where the summations are over the 21 consecu- 
tive samples in a given_window. These data are 
plotted versus ~s = 21-I z-~, where once again 
the summation Is over the 21 samples in the 
window. The samples were ordered by value of 
x s prior to these calculations. See Royall and 
Cumberland (1981) for a more complete descrip- 
tion of this type of graphic. 

&s expected, the simple strati f ied estimate 
did not perform as well as the other four tradi- 
tional estimators. Of the four estimators YCR, 
YSR and YSG behaved similarly with YSG tending 
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to have marginal ly smaller e r ro r .  The combined 
regression~est imator,  YcG and the f i r s t  Bayes 
estimator YB were downward biased. This behav- 
ior deserves further study. The smallest er rors  
occur~ for the pred ic t ion- theory  estimators YGLS 
and YG and for the second Bayes estimator YC. 
The empirical behavior of a l l  three estimators 
is s im i la r .  

The estimators of standard error tend to 
track (MSE) z/z f a i r l y  well for the randomi- 
zation theory estimators YCR, YCS, YSG- Once 
again, however, there are some problems with 
the combined regression est imator ,  pa r t i cu l a r l y  

m 

for samples with sma^ll x s. For^ the predict ion 
theory estimators YGLS and YG the variance 
estimators tend to be too large, but only 
marginally so. For the f i r s t  Bayes estimator 
the variance estimator tends to be too large, 
hut the estimated standard error for the second 
Bayes estimator tracks (MSE) z/2 extremely we l l .  

Obviously these resu l t s  are favorable to the 
predic t ion- theory and Bayes-theory est imators. 
We are concerned, however, about whether the re-  
sul ts are sustained when longer time lags occur 
between model spec i f icat ion and model estima- 
t ion or when mul t ip le charac te r i s t i cs  are in -  
volved in the survey. We intend to look at some 
of these questions in future work. 

We note that  a l l  of the 150 samples consid- 
ered in th is  Study might be viewed as both 
" r e a l i s t i c "  from a randomization-theory point 
of view, and "balanced" from a pred ic t ion-  
theory point of view. That is ,  each sample 
consists of a cer ta in ty  stratum and a s t r a t i -  
f ied-systemat ic sample from the balance of the 
populat ion. Our sample space does not contain 
any abberant samples as presented, e .g . ,  by 
Royall and Cumberland (1981), and thus we did 
not observe a wide range of d i f ferences between 
the various est imators.  Evidently well-chosen 
p robab i l i t y  sampling designs impart a robust-  
ness qua l i t y  to the survey estimators whether 
they be randomization-, p red ic t i on - ,  or Bayes- 
theory based. ^ 

Table 4 presents resu l ts  for YGLS and YG 
for the cu to f f  sample (50 largest  un i ts )  and 
for the b e s t - f i t  sample (a centered systematic 
sample from the ent i re  populat ion) .  The error 
in the estimator of to ta l  is  quite small for 
both samples, ce r ta in l y  competit ive with the 
level of error in the estimators displayed in 
Figures B and C. I t  is in teres t ing to note 
that  the estimated standard errors for the 
b e s t - f i t  sample are much larger than for the 
ear l ie r  150 samples, while the estimated 
standard errors for the cu to f f  sample are 
much smaller than for the ear l i e r  samples. 

F ina l l y ,  Figure E displays resu l ts  for ^the 
studentized s t a t i s t i c  t = Iv (Y) -  z /2 ] (y_y}  
for the separate regression estimator and the 
two pred ic t ion- theory  est imators. The f igure 
plots the empirical d i s t r i b u t i o n  function of t 
for each of the three est imators, along with 
the d i s t r i bu t i on  funct ion of a standard normal 
var ia te .  The t associated with the randomi- 
zat ion-theory estimator YSG behaves n ice ly ,  
being reasonably well approximated by the 
standard normal d i s t r i b u t i o n .  This is not the 
case, however, for ~the two pred ic t ion- theory  
estimators YGLS and YG, where the corresponding 

t ' s  show important departures from normal i ty .  
These resu l t s  are in te res t ing  because they run 
counter to the ear l ie r  resu l ts  in Figure A to 
D, where the pred ic t ion- theory  est imators per- 
formed better than the randomization-theory 
est imators.  I f  the present resu l ts  are sus- 
tained by addit ional empirical work, they 
surely suggest that inferences from the pre- 
d ic t ion- theory  approach tend to be conserva- 
t i v e .  The t - d i s t r i b u t i o n s  associated with 
A ^ 

YGtS and YG are ev ident ly  shorter ta i l ed  than 
the standard normal d i s t r i b u t i o n ,  and i f  normal 
theory confidence in te rva ls  were constructed 
using such methods the actual rates of coverage 
of the true Y should exceed the nominal con- 
fidence leve ls .  
6. SUMMARY 

Obviously t h i s  paper is incomplete. When we 
began the empirical work we wanted to look at 
how well the models held up over time and how 
well the models constructed for one variable 
worked for other var iables in a survey. Unfor- 
tunate ly ,  time ran out. ~re have learned some- 
thing from th i s  work, though, and w i l l  continue 
our research. 

The Bureau uses a f a i r l y  large number of cut -  
o f f  surveys in the indus t r ia l  area. Part of the 
reason for doing that  is that most of the 
monthly surveys are voluntary,  not mandatory, 
and the small establishments have a poor record 
of responding. That is  par t ly  the Bureau's 
fau l t  because we expend our greatest e f f o r t s  in 
gett ing responses from the larger es tab l ish-  
ments, but even on studies where strenuous 
e f f o r t s  have been made, i t  is  d i f f i c u l t  to get 
the small establishments to repor t .  When the 
Bureau uses cu t - o f f  surveys, we publish no 
estimates of uncertainty with the estimates 
of t o ta l s  and means. The work in Section 5 
leads us to believe that  there may be better 
ways of using model-based designs for these 
small universes that would also permit us to 
inform users about variances. 

The work in Section 5 also suggests that 
addit ional  research is required in the t r e a t -  
ment of b i r t hs  and in the treatment of universes 
that require estimation of several character-  
i s t i c s  and where model spec i f icat ions do not 
hold everywhere. 

In summary, the Bureau uses models in many 
phases of i t s  survey work, but we believe that  
for our large,  nat ional ,  multi-purpose surveys 
the pract ice of probabi l i ty-sampl ing designs 
is necessary. 
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Table 4. Errors and Standard Errors in Cutoff and Best-Fi t  Samples of n = 50 

Variables - ) 1/2 v2( Y ) 1/2 v ( Y ) 1/2 (Y - Y) (MSE) 1/2 Sample ~s (YGLs Y) Vl (YGLs GLS 3 GLS G V(~G) ~/~ 

Z2C 44.9+3 Cuto f f  53.7+3 -4.1+3 22.2+3 17.9+3 35.7+3 -67.7+3 

Best-Fit  13.8+3 -0.6+3 I15.7+3 92.6+3 84.1+3 - 4.7+3 

llO.O+3 

116.2+3 

NOTE: (MSE) 1/2 corresponds to the Monte Carlo results for the separate regression estimator. 


