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The needs for analysing textual data are very 
large in many fields like sociology, psychology 
and even economy and forecasting. We present a 
stastistical method which permits to treat 
open-ended questions in surveys, depth 
interviews, meetings texts... This method has 
been developed at first on responses to 
open-ended questions in soclo-economlc surveys. 
In order to give a better understanding of the 
manner in which the data are treated, we will 
explain here this first application, then we 
will give other kinds of examples. 

In soclo-economic surveys, the sets of 
response-items are often very large, diversified 
and sometimes not completely known. When the 
response-items are multiple, one open-ended 
question can replace several closed-ended 
questions. But open-ended questions are 
specially helpful when the matter of the survey 
is new and when the questionnaire is long. The 
respondent may express his personal opinion and 
it seems that less fatigue appears than in the 
case of closed-ended questions. 

The statistical programs presented here 
(S.P.A.D., 1982) are applied to answers 
computerized in their textual form without 
coding. The complete process involves three 
steps : usual lexical statistics, graphical 
visualization using correspondence analysis 
(BENZECRI (1969), method also named : dual 
scaling (NISHISATO, 1981), reciprocal averaging 
(HILL, 1974)) and a selection of characteristic 
responses for each group of individuals. 

I - SELECTING PRINTINGS AND LEXICAL STATISTICS. 

A basic record is composed of the number of 
the respondent and his complete answer to a 
given open-ended question. For each question, 
the first treatment consists in regrouping the 
responses according to a relevant partition for 
the problem under study. For example, we can 
analyze the living conditions in relation with 
occupational groups. So the sets of responses of 
workers, employees, project engineers.., are 
printed. Regrouping of responses can lead to the 
appearance of homogeneous discourses owing to 
the repetition of certain topics. 

In fact, responses to open-ended questions 
are statistical elements which can be treated as 
"sparse vectors". Let us consider a matrix T 
with n rows (n=number of individuals) and p 
columns (p=number of different utilized words). 
Each response can be described by a row of 0, I, 
2, 3... according to the absence or the 
presence, one, two, three.., times of the words 
in the response. In the example, with 15 
occupational groups, the initial matrix T 

becomes a matrix C with 15 rows and p columns. 
The element C (i, j) represents the number of 
times, the word j appears in the group i. The 
problem is to recognize, compute and classify 
all the words used. Each llne of text is read 
letter after letter, the words being delimited 

by separators like blanks, commas, periods... 
The procedure is fast because memory space is 
reserved beforehand according to the length of 
words, up to 16 letters in this program. 

The histogram shows the distribution 
according to the number of letters of the words 
in a corpus of about 40 000 French words. For 
other languages, it could be necessary to change 
these parameters. 

Number of letters Number of different words 
I 3O 
2 90 
3 150 
4 250 
5 350 
6 420 
7 450 
8 420 
9 350 

I0 250 
II 150 
12 I00 
13 60 
14 50 
15 40 
16 20 

Total : 3 180 

Thus we obtain the matrix C wich is a 
contingency table that enables us to calculate 
the number of different words for all the 
individuals and for each group. We can compute 
simultaneously usual lexlcal statistics. Of 
course it is possible not to take into account 
the words used very few times (less than twice 
for example) and the words with only one or two 
letters. But we note that even the words like 
"because", "then"... are important because they 
often indicate argumentative replies (as opposed 
to short replies without argumentation). 

II - FACTORIAL ANALYSIS. 

In thls step a correspondence analysis is 
performed on the contingency table C. The 
correspondence analysis is a data analysis 
techniqu e, slmi lar to p rlnclp al component 
analysis. 

An n x p contingency table K =Iklj~ 

specifies the counts of joint occurrences of two 
discrete variables. In a contingency table, the 
rows and the columns represent two partitions of 
the same population. In order that the distances 
between the row elements and the column elements 
could be interpreted, the percentage 
distributions within a row or a column (i.e 
profiles) are used. 

We note 
k =~ ~--k the total of the contingency table 

ij ij 
f = k / k relative frequencies 
ij ij 
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f =~f ] 
i. j lj marginal relative frequencies 

f =~f 
.j i lj ? 

In the space R of n elements, the 
coordinates of the element i are : 

(f / f ) j= I, 2...p)with the weight f 
% 

lj i. i. 
Because we deal with profiles in the spaces R ~ 

and R" (the formula are symetric), we use the 
CHI - Square distance. (GUTTMAN (1941), BENZECRI 

(19691)- 
In R ~ the distance between i and i'is given by: 
2 P 2 

d (i, i') =~ I / f (f / f - f / f ) 
j=l -j ij i. i'j i'. 

The solution of correspondence analysis is 
equivalent to a singular value decomposition 
problem and thus, is solved by extracting the 
eigen values of a positive semi-deflnite 
symetric matrix. Correspondence analysis can be 
generalized to process multi-way contingency 
tables : multiple correspondence analysis can 
also provide scaling of categories (of more than 
two questions) and individuals. 

Thus, the graphical representation enables us 
to visualize the proximities between words, 
between groups and between words and groups. 
Nevertheless the proximities depend on the 
groups of responses, i. e., the choice of the 
initial partition. We shall give other 
possibilities of partition in ~ 4. We can also 
directly analyze the responses without before 
hand groupin~ (LEBART, 1982). 

On the other hand, we work on words and the 
sentence around is not taken into account. In 
order to insert the words in their contexts, we 
introduce the concept of "modal responses". 

III - MODAL OR CHARACTERISTIC RESPONSES 

In analyzing the matrix C, we do not have the 
association between words within responses (or 
sentences). This notion exists in the matrix T 
which crosses the individuals (or responses) and 
the words used. But this matrix is very large 
and sparse and it is difficult to visualize 
directly all the responses of all individuals. 
We use an interesting property of Correspondence 
analysis : the procedure is performed on the 
aggregated matrix C and the elements of the 
complete matrix T are printed as "supplementary 
elements" on the graphics. This can be done 
because the matrices T and C have the same 
column elements. 

Let us note x the abscissa of the 
i 

response i on the axis ~ corresponding to the 
eigen value ~. r- 
The response i contains t =~_t (i,j) words 

On this axis ~., the abscissa of the word j is ~ 

Then the usual formula is J'/t~ 
i 3 i. 

It is the transition relationship or reciprocal 
average relationship. 

Response-points and group-polnts are in the 
same space (the space spanned by the words) and 
so we may interpret the proximities between 
groups and initial responses. As the complete 
visualization is impossible due to the large 
number of responses, we select for each group, 
the nearest response-polnts of the group. The 
dis tance between response and group is 
calculated as CHI-Square (~t) distance between 
the rows of the matrices C and T. The distance 
between the response i and the group k is given 
by : 
2 2 

d (i, k) =~- t.. / t.j (t / t - c / c ) 
j ij i. kj k. 

Note that t. j = C.j represents the frequency 
of the word j. For each k, these distances are 
computed and arranged in order of magnitude. The 
responses corresponding to the smallest 
distances are prlnted.These modal responses are 
real responses using the largest number of 
characteristic words of the group. 

Of course, other criteria can be used to 
select modal responses. For example, the most 
utilized words of each group can be used or the 
relative frequency of a word in a group of 
individuals can be compared to its relative 
frequency in the population. 

IV - INSTRUMENTAL PARTITIONS 

Because of its size, the initial matrix T has 
to be aggregated and we need to choose a 
partition of the individuals. One simple way is 
to consider a partition by means of a 
qualitative variable llke occupational groups 
for example. If no partition has to be 
prlvilegied a prlori, we perform a cluster 
analysis with the maximum of factual variables. 
The constraint is a minimum number of 
individuals in each group. The clusters are 
considered as an instrument, but not as a result 
in itself. However, the problem of groups do not 
exist in every application. In the analysis of 
textual data of meetings, the number of groups 
are actually small. 

V - PRESENT RESEARCH 

The research is now being conducted to 
comp are the effects of different modes of 
communication upon the user's behavlour. The 
corpus concern in-person meetlngs, audio and 
video teleconferences • Now, most of the 
available corpus are real meetings (face to face 
audio and video) wich were recorded in 
companies. Five experiments were also conducted 
with teachers in the primary school. 

For each meetlng, there was at least one 
cine-camera in every room (for example, at least 
two for an audloconference). For each corpus, we 
have the complete transcrlptlon of the texts 
from one or two video-tapes. 

At first, the statls tical programs are 
applied to the textually transcripted data in 
order to compare the effects of different media 
on verbal communication. The automatic process 
enables us to treat a large number of corpus and 
in so doing a large number of tasks 
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(problem-solving, information-exchange). Thus it 
seems possible to cut out the effects due to the 
personality of individuals or to the peculiarity 
of tasks. 

The usual lexlcal statistics are here the 
speakers'turns, the simultaneous speech events, 
the numbers of words of each turn, of each 
speaker. For the visualization through 
correspondence analysis, the groups can be the 
different media or the different speakers in 
order to know if they have specific influence 
upon the pattern of meetings. 

We equally plan to search for a 
convenient coding in order to analyze non verbal 
part of the communication (gestures, body 
posturing, head-nods). In fact, the principle is 
the same when we consider the succession of 
codes as textual data. The best thing would be to 
analyze both the verbal and the non verbal 
communication in a parallel direction. 
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A SHORT EXAMPLE 

ANALYSIS OF MICRO-COMPUTER BRANDS 

(advertisings in newspapers and magazines) 

** TAND¥ TRS - 80 ** 

~ FINANCIAL PLANNING AND FORECAST|H HAD( EASY 
N~RNAL"~IC( L I )6BDS . . . . . . . .  ~ .. . .  - 

3 A CoNPL£TE 0ESKT0P-6USIN£SS COMPUTER |NC~UOI t~ ,F INANCIA  t - ~LS~WINB soFTIARE 
• SOFTVA~£ AVAILABLE FOR ACCOU~TINO W0RO PEOC[~SIN@ DAT~-PRO~(sszN~ - "- 

~ 0SIN~ ~H~ ~tCROC0~UTER . . . . . . . . . . . . . .  
: IT ST|HUCATEs A ~I~nt  COLUMNAR PAD CHANeS¢ ANY V~IA, Q~E 

ANO ALL CJLC~AT(D'(NTRI(J ~L  A~JTI~L~y"AdlqO'|qY]t~PITLY ~OAT(O 
10 &NO YoU ~AN ADO A'PRINTER-/d~YTINE . . . . . . . . . . . . . . . . . .  
11 YOU CAN ALSO USE-Y~JR MOOEL F~lq A VIDE VARIETY OF USES SUCH AS vQRo PHOCESSING 
~2 ACCOUNYI~'REPORTIkO ttNE-~C~UNf|Ne INFORI,litIDN-NAI~J~N(N! ~ ~Cff'NUC~ MORE 

~ .o~ TO CH~OE A ~OMEC~ST 
TO H(LP'v£ATHER T~- STQRN OF ~CONOtqIC Y A/~IAB~..(S 

PERSON t00CD U~E'TH( pERSI~P4J~. CONil/UTER" - 
~ ~ITH S~FT~ (  L |~  R(ALLY'Xk"(LECTRON[ ¢ ~ORKSH[ET 

YOU CAN CALCU~AT~-U~ TO ~-CO~U~S'A~O'ZS''9~VS 0F ~ e ~ S  
: |HPLEIq~NtIN~ FOR~JCAS MS0"C"ANSIIN~ LABELS AS VO4J H 

~ sp0T A TRE"O 
TEST A BUDeET 

~0 ANO AIOYOU ON THE ~UEST FOR THE RIGHT A/¢SMER TO VHAT |F 
11 NOv O0N T WAIT FOE A RAINf0At  TO V|SZT'~k ~0TH~.IZ[0 ~ A L  ¢...I~_!_EIt .DEALER 

2 12 YOU LL"LEARN THAT'THE aU~d~ltf'POVER ~ P(RFORIqAI~( .or THIS lOOk 
Z 13 AR( VHAT y0u 0 EAPECT FROH . . . . . . . . . . . .  

** ~DO ** 
~ AL~ SHAL~ COH,'UT~RS ~ooK , L ~  BUT 

ALL DE~KTO~ 8USIRE~S ANO ~ S O t 4 A I .  COMPUTERS HAVE A KEYIIOA~D VIDEO TER~|NAL 
~ , PROC[SSOR AND O~SK ORIVES . . . . . . . . . . . . . . .  

HOSt 0FFER'A SIt ter(  TASKIEG OPERATZNQ SYSTEM 
ANO NOW vE RE ALC"PRIc[D "~uo~t T t~ ' IANI [ ' -  " 

~ CONFUS~O ~OU HUS~ eE . . . . . . . .  
~ SOLUBLe OF COU,~ .1 

~ou REID 0n" " 
] ~: THEL'pRZCE ~SN T 

IT zSN''t LIMITED TO FL01~WY DISKS ~ZK( HOST SYSTEMS 

~ . l I  IN FACT'MITH 0PTIONAL DESK T01 ~ sTORAGE O[V|G'(S 
12 YOu CAN HAVE UP TO IS MILLI0k'CHJLqACT[RS'O~'NIeH SPEED COMPACTED FILES 
13 THAT s"EQUIYALENt T0 *S aZkk10N ~N~ACt[~$'O~ CONVEN~IONM.'~IL[S - " 
l •  TERMINALS-OPERAT~ AT A SPEED" OF I~ 'Z  K~-TMZCE ~ [  [k~JSTRY N~  
~s ONLy OVF(RS T ~  [ " ~ X S .  ~ . . x ~ _ _ ~ [ t ~ u z * v ' ~ T ~ O  . . . . . . . .  

] IT THIS FEATURE ALO~'k |LL  sAVE" THOUSAI~IOS OVF..q T Hr. ~ IF [  ~ YQ4~.. SYSTtN 
18 ONLY I t ' "A~  COMPUTER AIDEO" TUTOR~AI~S 
lg THAT T£A~M 8ASIC'A~COUNT|~e'AND d~RO PflOCESS|N~ 

Zl PROF(SSIONA~S OFFER YOU SA~(S SERVICE ~ SUPPOrt IN ON( LOCAT|ON.. 

23 AND PROF(SS|ONS PZ£LO PROV(N'|N ~V[R 10-000 OFFICES mOItI.DMZO( 
2 •  LZKE IT'OR-NOT AfYEHPTING To INSTALL A 6USIN[~S S¥STEh .. . .  

] Z62S UITHOUtTH( BOfToNPROFESS|0N~L6OTT0 N [IN[HEL# . . . .  ~$ ~KIN'YO 00 ~t"yOURS.ESJ r ~RAIN SUI!s~Ry 

3 27 THE PURCHASE PRICE OF HoST 0[SKTOP SYS![ .  ~ I$ 0NLY A .OQVN PAy~rrNT AN. ENTRy F( [  
3 2B COSTS ~iLL CONT[&0E TO ~UNt*FO~ YEARS " 

Z9 A sYSTEM IS-THE LOWEST coST-I~ST RL~PONSIV( "SYSTEM AVAILAllk.( TODAY 
~0 |TS UM~UE-U(Sle~F(ATURES'MAK( IT-~OSS|e~ ~OR ITS M|CRO L~ I¢  " 

3 31 ~0 CONP(T( WITH SY~TEH$ kS L~R~H[ AS'sYST~JS"A~O v~N . . . . . . . .  

a 3z ~ANT T~-~NO~ ~OR~END I ~ - T ~ ' C O ~ "  .6" . . . . .  

:* ~ N~p~AI~E~ T~ FI.T TI., T~ PORTAVLE 
• ~ IF YOU*THINK SPE=~AL TRAINING'IS'NECESSArY*T0 BECOME A CONPU_TER ..~[RATON 
* THINK AGAIN . . . . . . . . . . . . . . . . . . . . .  
• ; NZCROC~PUTER HAS ORIGINAL PAN INFORMATION PHQCESSING SYSTEM soFTVAR( IKJ|LT ZN 

THIS ELIMINATES THE NEED'TO'PRo~kqJUq ANO MAK(S yOU AN-EXII~RT IN A~.NOST NO"¥|N[ 
• ~ NO PRO~RA~HG SU~TVARE ~N"T~£ c0~ACT . . . . . . . . . . .  
• ~ZGHTVEZGHT MEANS . . . . . . . . . . .  
• 6 ALL ST&FF ~EMBER$ CAN EASILY HANDLE ROUTXN~ BUSINESS 0ATA PROCESSINe 
• 9 SIHPLY'TYPE'OUT ~A~y CO~ANOS'ANO"00£S T~('R(ST . . . . . . . . .  
• 10 ~NTERS NEV*0ATA [0~Ts CALCULATES'RETRIEV(S SEARCHES 
• i l  SORTS ~NO ~APNI~'gISPLAY-O~-~MACYSIt 0~!~ " - " 

12 MAIN FEATURES 
• 13 LARGES?'STANOARD HEHORY ;28 dYT[ VITN 6• BIT DYNAMIC CHIPS 
• 16 COMPACT PORTABILITY PERNLtS 0PERATION ANYVH~ " - 
4 IS VITH OPTIONAL CRY~YAL DISPLAY'CAAqRI0eES"AAO'BATT[JIY PACK 
• Z6 GRAPH|CFUNCTION . . . . . . . . . . . . . . . . . .  
4 17 VIDE RANGE SOFTMARE AHO IORO PROCESSING 
• [S VIRTUA[LY-U~.XNIT(D EXPANOAO:CITY" - 
• l~ , CHOIr( OF NZCRO[COPpv -tEZ[~O~V ~ FLO~P, ~O s ~R@ OXS~ ~ 0  , ~ V  9A~TRIO4(s 

**  GO~UTEK~D J,k 
1 SOMEDAY YOU LL 0 .H A Co~UT[R . 
2 SOMEDAY NA~ BE SOONER THA~'¥OU THINK, 
3 BECAUSE AFFOR~AOLE"EASY TO OP~RATE"SNALL COMPUTERS Am[ HIRE NOV 
• AND THE USES OF THESE AHA~|N~'NAC~INES . . . . . . . . . .  
S ZN 8US;NESt-AN0 SCIENCE [N"~E H0~ IN (OUCATION 
6 ARE AS"BOUNOLESs ASTHE ~MAI~'ZNAG~NATIOI~ . . . .  
T NO 0HE KNQVS SHA~-CoMPuT[M~"OET~ THAN"TH~ EXPERTS AT COMPUTER ~ANU 

To LEArn HO" A CO~.UTER C~LD"CH~_ T ~  v ~  vou-LIv( '~O uo~ VZ~IT'TOO~ 
s e C0~UT~R L~ND .E ~Ov SN~  co~uT~RS ~! ~ INT~OOUC~ YOU 

* *  [CL PERSONAL ~ R  * *  
6 Y0U LL dE eq.AO yOU CHQS( A PERSONA~ COMPUTER 

~ .ZT. POv(R-(NOU~H-TO BRO,-vltM vo~  ~ ( o s  
3 CHOOSING TH~ VR0~O'PERSONAt. "¢~IPUT[R CAN'~OR~ out VERY COSTLY 
• B(CAUS~ TI'H~IBH T~Y GR0V"Y0 MEET V00R N[ED~'THEy'JUSt DO~ T"~RDV [NO~1 
~ T.(  N[~ P[~SONAL'C0~UT[~'OZV[S you ND~t . . . . . . .  

6 IT S A YERSATILE ~OFEss~0~A~'PERSONAL ~UTER 
7 IT CAN STArt VIT. A SIM~E'Q~SUAL ~XS~LAV 0~ t  NATU~A4~.V 
o AND IT HAS'A VIO£ ~ANO[ 0~_ F~CT|O~S tO-i~E[t" YouR" INS~;AEASIN~ R[GU~ .R [ I~ tS  

190 AND Zt CAH 6R0t CA~OER TNAN-~ST "OTHER Pf-q~ON&L ¢OMpOTER SYSTEJS$ " ' 
BECAUSE" ITS'CAPACitY F0R" ~ I ~ I 0~IAL * M~I~O~A~E" 1 ~ S i ~AT~  . . . .  

l~ THE PEMSONAL COI~0T[R pnoglOE~ A A~lq~ OF-O~TION~ "" 
Z2 ENAOLI~O YOU YO ~Ae( A svsYCR-TAIC~RED T~ N~T yOUR CNAN4|M_ I~ED$ 
13 FOR EXAHPLE BY AO0"|NO A FIXED 0ISC 
1• Y0U CA~ ~AVE [~G~t TINEs-YHt'0RI41~¢L STORABE CAPACITY 

6 IS AND SUPPORT UP TO • V|sUA~ 0|SP1L.AY UNITS 
6 16 AND THERE ~S AN [XtENSIV("RAN~E OF PERSO~IAL GOIqI~TER MAROV.J~qE 
6 IT d iD (  RANGEOF APPL~CATI0~ S0~f~AR[ AVA~LA~E*PROV|DING-LINZT~EsS POSSIBILITIES 
6 IB SO yOU~ SECRETARY~AN DO M[R-~ORD-P~OCESSIJ~ YOU CAN 00 YoU~"FORECASTS " 
6 19 1NO YOUR ACCOUNTANT'CAN 00"t i le |NV0|CI~O'AL[ AT THE SAN( t IM(  " " 
: Z0 fHAT S'.HAT-NAKESfHE PE~SONJ~ C0~T [R -N~E  fHAk JUSt A P~JONA~ C.O~_UT~R 

Zl AN0 BECAUSE I t  I~ EUROPE'S"LEADING'CONJ~JTER'CONPANY . . . . .  
6 Z2 ~TH  T~0US~N0S O F ~ATISF|EO'U~ERS-IN OVER'I0-COUNTR|[S VOfl(.OV|0[ 
t Z3 lE CAN'OFFER TRAOE~POINT'SE~Q[CE BACK U~ THAt S SECO@O TO '~  

** SINCLAIR ZX81 ** 
T | FOR • ~9 9§ YOu ~AN HAVE A FULL POW[RE0 P(RS0MAk C0~._TER 
t Z N0ST P~OPLE KNOV'~Y NOV "" 
7 3 THAT I~ IS'THE LOW(ST PRICED PERSONAL COg~PUTER IN THE WORLD 

OUT SERIOUS PROGR~HERS A~£'LOOK|I~-FO~ "0~£'THAM A ~Ov #R~¢E 
T , . . . . . . .  

ANO THat S ~ERE-XT SURPRISES A Lot OF-PEOPLE 
T : THEY RE LOO~ZNO FOR TRUE-C0HPUT[R ~ov[R " " 

T ~ ~UST LOOK AT THE KtYEOAR~ AN0 Y0U LL 6ET'S~M[ ZD~A 0[ THE POVER 
IT HAS NOR£ THAN 60 COHHANO$'Z0 GRAPHIC'SYMBOLS . . . .  
AND CONPLEt( HAT"£~ATICA~ ~0NCTIONS . . . .  
JNO THERE'S [VEN'MO~E PO~EI TgAT Y~J CAN T S~E 

T | l  A BREk~THROUGN I N PERSONA~'C0~uTER$ 
12 ~T OFFERS FEATURt$ FOU~D U~Y ON ~0HPUTERS COSTIl~i TVO OR THREI[ [~I~S AS MUCH 
13 dUST LOOK AT WHAt-YOU GET . . . . . . . . . . . . . . . . . . .  
14 CONTINUOUS'OISPL AY INCLUUIN~ ROvINO GRAPflICS 
15 HULT| ~IHENSIONAL STRING'AND NU~R[CAJ.-JJ~J~RAY$ 

? 16 MATHEHATICAL AND S~IENT]F~C'F~ctIONs ACCUrAtE TO e 0(CINAL PLACL$ 
T IT UNIQUE'ONE-TOUCH ENTRy 0~'KEY MORO$ LIKE'P~INY RUN A~ 'L ISY " "" 

18 AUTOMATIC'SYHTAx ERROR DETECYION RED EASY EDIT I~  ""  " 
7 19 ~ANOON!Z[ ~UNCTZO~'USEFU~'~O~"OOT~'~US~S~ ' S[RIOus ApPI-|SATION~ 
T Z0 BUILT IN INTERFAGL FOR PHINT(R 
t El IK OF .EHOMY EApANUABLE TO lbK 

ZZ A COHPRE.ENSIV( ~H~GRA~H~NG'~UIOE AND OPERATINO MANUAL 
Z3 0R0(R ~0~ ANO TRY'~T Out FOR-10 ~AYS . . . . . .  
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1 AND 
2 FOR 
3 THE 
4 ACL 
5 ARE 
6 YOU 
7 CAN 
8 uSE 
9 ONE 

lo MOW 
11 NOW 
12 GET 
13 HAS 
i4  zTs 
i s  OUT 
16 EASy 
17 WORD 
18 DATA _ 
19 MUCH 
Z0 MORE 
~1 YOUR 
22 WIDE 
23 TIME 
24 HELP 
25 WITH 
26 LIKE 
27 WHAT 
28 THAT 
29 THIS 
30 FROM 
~1 LOOK 
32 HAVE 
33 MOST 
3~ ONLY 
35 OVER 
36 THEy 
37 KNOW 
38 THAN 
39 G~0W 
• 0 MEET 
41 JUST 
42 PRICE 
43 BUILT 
~4 COULD 
45 LEARN 
46 POWER 
47 TIMES 
4B SMALL 
49 OFFER 
SO THINK 
51 RANGE 
52 NEEDS 
53 CHANGE 
54 SYSTEM 
55 PEOPLE 
56 DESKTOP 
57 S?STEMS 
58 GRAPHIC 
59 DISPLAY 
60 BECAUSE 
61 BUSINESS 
62 COMPUTER 
63 SOFTWARE 
64 FORECAST 
65 PERSONAC 
66 FEATuRE~ 
67 AVAILABLE 
&8 COMPUTERS 
69 FUNCTIOQS 
70 ACCOUNT~NG 
71 PROCESSING 

CONTINGENCY TABLE 

1 2 3 4 5 6 7 
6, ~, 8. 7, 3, 6o 11, 
3. 3, 3, o. o, 3, 6, 
Z. &. i0 ,  5, 5. 7, 5, 
z. 6. 3, z. O. i. O, 
1, 1. O. O, 2, O, 1, 
Z, e, 4, 2, ~° 7, 4, 

i ,  t .  i .  o. o. o. o. 
1o 6. 1, 0, 1, 0. 1, 
O. 1, 1. O. i .  O, O, 
O, i ,  Z. O, i .  O, 2, 
O, O, 1, O, O, O. 2 ,  
0, 0, i ,  1, 0, 1, i .  
0, 0,  2 ,  0,  0,  1, 0,  
O. O, O, 1. O. i. 1, 
1o O, 0° 2 .  1, 0,  i ,  
2 ,  0.  1. 1, 0,  1. 0,  
i ,  0 ,  0,  3 ,  0,  0,  0,  
3, O, O, 0, O, O, 1, 
2,  0,  1, 0,  0,  3,  3,  
1, O, 3, O, O, 7, O, 
1. o, 0, 1. 0, 2, 0. 
1, O, O, Z, O, i ,  O. 
O, 2. I ,  O, O. O, O, 
O. i ,  2, 2, O, 4. 1, 
O, I ,  2 ,  Oo O, O, 1, 
0.  ~ ,  0, 0, 0,  2 ,  i .  
O, 1, 3, O, O, 2,  ~, 
o. t .  i. 1. o. ~. o. 
O, 1, 1, O, O, 1, O. 
O, 0, I ,  0, 0, 0, 2, 
O. O, 2, O. O, 2, i ,  
0, 0, 4 ,  0,  0,  1, i .  
O, 0, 3, O, O, O, i ,  
0, 0, 2, 0, 0, 1, O, 
0, 0, i, 0; O. Z, I. 
0o 0, 1, 0, 1o 0. i .  
O, O, O. O, 2, 2, 2, 
O, O, O. O, O, 4,  O. 
0. 0, 0, 0, 0, 3, 0, 
0o 0o 0, 0, 0, 2, 2, 
1, 0, 2, 0, 0, 0, i, 
1o 0, Oo 1o Oo 0, 1, 
0, 1. 0. 0, 1, 1, 0, 
O. 1, 1. O. i ,  O, O, 
0, 1, O, 0, O, 1, 3, 
o. i .  O, O. O. i ,  i .  
O. O. 1, O. 3, O. O. 
0, 0, 2, 0, 0, I, 0, 
0. 0, O, 2, I, O, O, 
O, O, O, 1, O, 4 ,  O, 
0, 0, 0o 0, 0, 3, 0, 
1, 1, 0, 0, 1, 0, 0, 
0, 0, 6,  1, O, 1, O, 
0. 0. i, O. 0, O, 2, 
1, O. 2. O. O. O. O, 
O, 0, 3, O, 0, 1, O, 
0, 0, 0, 2, 0. 0, I ,  
0, 0, 0, 2, 0, 2, 1, 
0. 0. 0, 0, I ,  3, 0, 
2, O, 2, 1, i .  O, O, 
i ,  3o 2o 1, 4. I0o 3, 
2. i .  Z. 3. ~. 1. 6. 
1, 2, O, 0, O, O, 0, 
0, 3, I .  0o 0, 9. 3, 
o, O. I. i ,  o. O. i. 
1, 0. 1, 0, 0. I ,  0. 
O, 0, 2, 0, 3, 0, 2, 
0, O, O, O, O, 1, 2, 
3. O, 1. O. O. O. O, 
3, 0o lo 3, 0. 1. 0, 

Number of letters 1 2 3 4 5 6 7 8 9 10 I I 12 ]3 
Number of different 0 0 48 86 87 55 67 45 43 23 12 7 7 
words used 

Total number of words 957 
Number of different words 480 
Number of different words analysed 7] 
(words of three letters or more and 
words used twice at least) 
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The figure above shows the factorial plane 
corresponding to the two first axes. This 

display points out the association between 

words, between brands and between words and 

brands. Only the words with the most important 

contributions (scores) were printed. 

The first axls (horizontal, 24 % of total 

variance) opposes two kinds of professional 

advertisings. On the lower left hand corner, the 

advertising insists on the fact that it is "your 

personal computer"and it can "grow to meet your 

needs". On the lower right hand corner, the 

advertising deals with the easiness and the 

rapidity of training and with the uses for 

"accounting word processing, data processing". 

The second axis (vertical, 21 % of total 

variance) opposes the professional use to the 

public at large use. In thls case (upper part), 

the discourse is "to learn ho w computers could 

chan~e the way you llve".The underlined 

sentences are precisely part of modal responses. 

We note that two different lexlcal forms of a 

word can play different roles according to the 

context. It is the case for "computer" (your 

computer at work) and "computers" (the 

computers, generally speaking). 

The example presented here to illustrate 

the program, is very short but this statistical 

program is of great use specially for large 

corpus. 
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