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The needs for analysing textual data are very
large in many fields like sociology, psychology
and even economy and forecasting. We present a

stastistical method which permits to treat
open—ended questions in surveys, depth
interviews, meetings texts... This method has

been developed at first on responses to
open—-ended questions in socio—economic surveys.
In order to give a better understanding of the

manner in which the data are treated, we will
explain here this first application, then we
will give other kinds of examples.

In socio-economic surveys, the sets of

response-items are often very large, diversified
and sometimes not completely known. When the

response~items are mltiple, one open-ended
question can replace several closed-ended
questions. But open~ended questions are

specially helpful when the matter of the survey
is new and when the questionnaire is long. The
respondent may express his personal opinion and
it seems that less fatigue appears than in the
case of closed-ended questions.
The statistical programs
(S.P.A.D., 1982) are applied to answers
computerized in their textual form without
coding. The complete process involves three
steps : usual 1lexical statistics, graphical
visualization using correspondence analysis
(BENZECRI (1969), method also named dual
scaling (NISHISATO, 1981), reciprocal averaging
(HIIL, 1974)) and a selection of characteristic
responses for each group of individuals.

presented here

I - SELECTING PRINTINGS AND LEXICAL STATISTICS.

A basic record is composed of the mmber of
the respondent and his complete answer to a
given open-ended question. For each question,
the first treatment consists in regrouping the
responses according to a relevant partition for
the problem under study. For example, we can
analyze the living conditions in relation with
occupational groups. So the sets of responses of
workers, employees, project engineers... are
printed. Regrouping of responses can lead to the
appearance of homogeneous discourses owing to
the repetition of certain topics.

In fact, responses to open—ended questions
are statistical elements which can be treated as
"sparse vectors". Let us consider a matrix T
with n rows (n=number of individuals) and p
columns (p=number of different utilized words).
Each response can be described by a row of 0, 1,
2, 3... according to the absence or the
presence, one, two, three... times of the words
in the response. In the example, with 15
occupational groups, the initial matrix T
becomes a matrix C with 15 rows and p columns.
The element C (i, j) represents the number of
times, the word j appears in the group i. The
problem is to recognize, compute and classify
all the words used. Each line of text is read
letter after letter, the words being delimited
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by separators like blanks, coummas, periods...
The procedure is fast because memory space 1s
reserved beforehand according to the length of
words, up to 16 letters in this program.

The histogram shows the distribution
according to the number of letters of the words
in a corpus of about 40 000 French words. For
other languages, it could be necessary to change
these parameters.

Number of letters Number of different words

1 30

2 90

3 150

4 250

5 350

6 420

7 450

8 420

9 350

10 250
11 150
12 100
13 60
14 50
15 40
16 20
Total : 3 180

Thus we obtain the matrix C wich is a
contingency table that enables us to calculate
the number of different words for all the
individuals and for each group. We can compute
simultaneously usual lexical statistics. Of
course it is possible not to take into account
the words used very few times (less than twice
for example) and the words with only one or two
letters. But we note that even the words like
"because”, "then"... are important because they
often indicate argumentative replies (as opposed
to short replies without argumentation).

IT - FACTORIAL ANALYSIS.

In this step a correspondence analysis is

performed on the contingency table C. The
correspondence analysis 1s a data analysis
technique, similar to principal component

analysis.
An n X p contingency table K =§k %
1j

specifies the counts of joint occurrences of two
discrete variables. In a contingency table, the
rows and the columns represent two partitions of
the same population. In order that the distances
between the row elements and the column elements
could be interpreted, the percentage
distributions within a row or a column (i.e
profiles) are used.

We note
k =2 2k the total of the contingency table
i3 13
f =%k / k relative frequencies

ij ij



£ =X f

i. j 1ij |[marginal relative frequencies

f =% f

I T T & |
In the space R? of n elements, the

coordinates of the element i are :

{(f /£ )3 =1, 2...p)with the weight £
ij i. i.

Because we deal with profiles in the spaces rf
and R® (the formila are symetric), we use the
CHI - Square distance. (GUTTMAN (1941), BENZECRI
(1969)).

In R?, the distance between i and i'is given by:

2 P 2

d, i)=Y L/ £( /£ -f /£ )
j=1 o ij 1. i'y it

The solution of correspondence analysis is
equivalent to a singular value decomposition

problem and thus, is solved by extracting the
eigen values of a positive semi-definite
symetric matrix. Correspondence analysis can be
generalized to process mlti-way contingency
tables : multiple correspondence analysis can
also provide scaling of categories (of more than
two questions) and individuals.

Thus, the graphical representation enables us
to visualize the proximities between words,
between groups and between words and groups.
Nevertheless the proximities depend on the
groups of responses, 1. e., the choice of the
initial partition. We shall give other
possibilities of partition in S 4, We can also
directly analyze the responses without before
hand grouping (LEBART, 1982).

On the other hand, we work on words and the
sentence around is not taken into account. In
order to insert the words in their contexts, we
introduce the concept of "modal responses”.

III - MODAL OR CHARACTERISTIC RESPONSES

In analyzing the matrix C, we do not have the
association between words within responses (or
sentences). This notion exists in the matrix T
which crosses the individuals (or responses) and
the words used. But this matrix is very large
and sparse and it is difficult to visualize
directly all the responses of all individuals.
We use an interesting property of Correspondence
analysis : the procedure is performed on the
aggregated matrix C and the elements of the
complete matrix T are printed as "supplementary
elements” on the graphics. This can be done
because the matrices T and C have the same
colunn elements.

Let us note x the abscissa of the

i
response i on the axis ol corresponding to the
eigen value A,.
The response i contains t =z:t (i, j) words
i,
On this axis o, the abscissa of the word j is Yi

Then the usual formula is

x= (L/NRS[e (1, NI/ e ]
i i 4 a

It is the transition relationship or reciprocal
average relationship.

Response-points and group-points are in the
same space (the space spanned by the words) and
so we may Iinterpret the proximities between
groups and 1initial responses. As the complete
visualization 1is impossible due to the large
mumber of responses, we select for each group,
the nearest response-points of the group. The
distance between response and group is
calculated as CHI-Square (}?) distance between
the rows of the matrices C and T. The distance
between the response i and the group k is given
by :

2 2
a (4, k) =Y t.. / t.j(t Jt —-¢ [Jec )
j ij i. kj k.

Note that t.j = C.j represents the frequency
of the word j. For each k, these distances are
computed and arranged in order of magnitude. The
responses corresponding to the smallest
distances are printed.These modal responses are
real responses using the largest number of
characteristic words of the group.

Of course, other criteria can be used to
select modal responses. For example, the most
utilized words of each group can be used or the
relative frequency of a word in a group of
individuals can be compared to 1its relative
frequency in the population.

IV - INSTRUMENTAL PARTITIONS

Because of its size, the initial matrix T has
to be aggregated and we need to choose a
partition of the individuals. One simple way is
to consider a partition by means of a
qualitative variable 1like occupational groups
for example. If no partition has to be
privilegied a priori, we perform a cluster
analysis with the maximum of factual variables.
The constraint is a wminimum onumber of
individuals 1in each group. The clusters are
considered as an instrument, but not as a result
in itself. However, the problem of groups do not
exist in every application. In the analysis of
textual data of meetings, the mumber of groups
are actually small.

V - PRESENT RESEARCH

The research is now being conducted to
compare the effects of different modes of
commnication upon the wuser's behaviour. The
corpus concern in-person meetings, audio and
video teleconferences. Now, most of the
available corpus are real meetings (face to face
audio and video) wich were recorded in
companies. Five experiments were also conducted
with teachers in the primary school.

For each meeting, there was at least one
cine-camera in every room (for example, at least
two for an audioconference). For each corpus, we
have the complete transcription of the texts
from one or two video-tapes.

At first, the statistical programs are
applied to the textually transcripted data in
order to compare the effects of different media
on verbal communication. The automatic process
enables us to treat a large mumber of corpus and
in so doing a large mumber of tasks



(problem-solving, information-exchange). Thus it
seems possible to cut out the effects due to the
personality of individuals or to the peculiarity
of tasks.

The usual lexical statistics are here the
speakers'turns, the similtaneous speech events,
the numbers of words of each turn, of each
speaker. For the visualization through
correspondence analysis, the groups can be the
different media or the different speakers in
order to know if they have specific influence
upon the pattern of meetings.

We equally plan to search for a
convenient coding in order to analyze non verbal
part of the communication (gestures, body
posturing, head-nods). In fact, the principle is
the same when we consider the succession of
codes as textual data. The best thing would be to
analyze both the verbal and the non verbal
commnication in a parallel direction.
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A SHORT EXAMPLE
ANALYSIS OF MICRO-COMPUTER BRANDS

{advertisings in newspapers and magazines)

** TANDY TRS - 80 *&

1 FINANCIAL PLANNING ANO FORECASTING MADE EASY

2 RORWAL PRICE L 1768

3 A COMPLEFE OESKTOR nusxuzss coururzn INCLUOTA®. FINANCIAL FLAINING SOFTWARE
4 SOFTWAHE AVAILAGLE FOR ACCOURTING wORD PHOCEYSING DATA™ PROCESSING

$ BUILT IN EXTRAS INCLUDE Td nlsu DRIVES UPPER LOVER CASE MONITOR ANQ WUCK WORE
& FORECAST ThE EFFECTS OF BUSINESS CHANGES IN JECONOS INSTEAD OF WOURS

T e ot ?‘”“°‘27§““2 MNAR PAD CHANGE ANY VARIABLE

& IT STIMULATES A GUANT CoLul P

9 A:nsALb CALEULATED ENTRIES ARE AuvninvxclLEv AND ENSTANTLY UPDATER

1 Ano CAN ADD A7 umnuﬂ

11 You CAN aLS0 use YOUR WoOEL £Om A VIDE VARIETY OF USES SUCH AS WORD PROCESSING
12 ACCOUNTING REPORTING TIME ACCUUNTING INFORMATLON MANASEWENT iNg MUCH “RUCh MORE
13 PHONE ONE OF OUR CENTRES LISTED BELOw FOR A ﬂlmsnﬂlo«

IBH PERSONAL COMPUTER *%
HOw EO CNEN?EEA FORECA!
3 Ta uiLe wEATHER
3 & pERSON COULD ust THE PERSONAL ¢
& WITH SOFTWARE LIRE IEALLV AN EL:CYRoNx: WORKSHEET
5 Yoy CAl CALCULATE UP 1O 63 c 0L unis " AND™ 254 “ROVS 0r NUMBERS
& IMPLEMENTING FORRULAS nm NGING LABELS AS YOu
7 YOy CAN aLSO PLAN N THE P:nsmt. COMPUTER"TO uzu GREATE & SALES FORECAST
& 3POT A TREND
HR LA FOR THE RIGNT ANSWER TO
10 AND AID YOU ON THE QUEST H
11 NOw DOR T WAIT FOR A Ratn¥ OAT TO VISIT AN Mmto!lx:ﬂ rtuovu; COMPUTER OEALER
12 YOU LL LEARN THAT THE nuAuﬂ POVER AND PERFORMANCE OF THIS TooL
13 ARE wHAT v0U O EAPECT FROM
1s A TodL FOR NOQER" \’1'(5

*

ALL SWALL COMPUTERS LOOK ALIKE BUT

t KTOP susxhs!sLAnn ERSONAL COMPUTERS HAVE A KEYBOARD VIDEC TERMINAL

A PROCESSOR AND LISK DRI £

HOST OFFER A SINGLE TASKING OPERATING SYSTEN
Ut THE SamE

b b e 1 e e

H

svoa oF ECORO“XC VM"AIL!S

*

LonrusEo YOu wusT BE
SoLyeLé of caunsz
how READ O
THE Pnlc: lsu T

IT ISN T LIMITED TO FLOPPY DISKS LIKE nogv‘:;sv:us

IN FACT wITH OPTIONAL DESK
4 UP TO 1§ MILLT ou SPEED coMpACTED FILES
o# coﬂv:nnoun. FILES
THE INOUSTRY

a....u-...n._g
>
z
S
o
m

4
m

CH.

THAT S EQUIVALENT TO a5 WILLION CHAR s
TERMINALS OPERATE AT 4 SPEED OF 1972 Kilt TWicE
ONLy OFFERS THE EnGLISH &MM lmu Ay rm

FRON v ONPUTER WITHOUT EXPENSIVE PROGRAMMERS

w: v»oushms OVER THE LIFE OF voOR SysTin

18 ONLY rui cuupu?ln Amlﬁ TuToRIAL:
19 THAT TEAZH BASIC Accwuﬂrh AND WORO D:OCESHN

aronm

20 wnILE YOum PEOPLE CEARN T8 USL THE S  on one LoCA

21 PROFESSIONALS OFFER YOU AL SERVICE yw 13 1.0C,

z; AND THEY CAN PROVIDE sonhn! ncnu t 0s oF nmnm BUSINESSES
23 AND PROFESSIONS +IELD PROVEN In OVER 10 ool nth -M‘,

26 LIKE 17 08 NOT ATTEMPTING TO INSTALL A @USINESS SysteM

25 -uuw: PROFESSIONAL nELP IS AKINTYO 00 [T YOURSELF nuu SURGERY

26 Tne BoTTON BOTTOM LINE

27 THE PURCMASE PRILE OF nosr DESKTOP svsv:us 1S ONLY A QOuM PAYWENT AN ENTRY FEE

28 FoR ¥

29 ST A is onsive 'SYSTEN AVAILABLE TODAY
10 MARE 1T Fossuu‘. fon 11s wlcro LOsIC

31 AS LARGE AS svsrf.- wIN

P e B LL VL LR W RBLULLWWGL 3 PRRNRNRNONNNNN®

CORPUTER HAS ORIOINAL PAN INFORMATION PHOCESSING SYSTEN sonnuc BUILT IN
THIS :anxnn:s Mz NEED 1O PROGRAN AND MAKES vOU AN EXPEAT IN ACHOST NO TIME
N0 PROGRAMNING SUFTWARE 1N 01
CIOMTWEIGHT MEANS
ALL STAFF REMBERS CAN EASILY anaLE aouvxn: WUSINESS DATA PROCESSING
SINPLY TYPE QUT LAY COMNANDS ANO O Ml
10 ENTERS NEw DATA EOITS caLluLdles’ uﬂu:vu SEancres
11 SORTS AND GRAPHIC DISPLAY OF AnaLvS814 DaT4
12 ®AIN FLAVUNES
13 LARGEST STANDARD MEMORY 128 BYTE WITH 64 B1T DYNAMIC CHIPS
coupact POATABILITY PERMLTS OPERATION ANYwMEAE
WiTH OPTIONAL CRYSTAL OISPLAY CARTRIOGES AND BATTERY PaCK
16 GRAPMIC FUNCTION
17 WIDE RANGE SOFTWARE AND WORD -nuc:ssma
18 VIRTUALLY URLINITED ExPANDABILIT
19 A CHOICE of mIcadfloepy nlnm.owv 8 FLOPPY AND 5 MARD DISKS AND MWANY CARTRIDGES

COMPUTERLAND ##

SOMEDAY YOU LL 0N & COMPUTI

SOMEDAY MAY BE SOUMER THAR VOU THINK
BECAUSE AFFORDABLE Easy TO OPERATE SRALL COWPUTERS ARE HERE NOW
AND THE USES OF THESE AMAZING MACRINES
I8 aUSINESS AND SCIENCE IN TRE HORE

e:u’c

FY P PANY

L Y Y e
w

EXPERTS AT COMPUTER
YOU LIVE AMD WORK vx!n TODAY
CoMPUTER LAND u: KROW SHALL cumvus LET us INTRODUCE o

#*% ICL PERSONAL COMPUTER %%

1 YOU LL BE GLAD YOU CHOSE A PERSONAL COMPUTER

2 W4ITH POWER ENOUGH TO @OV milH yOUM NEE

3 CHOQSING THE wRONQ PERSONAL COMPUTER CAN WORK Oyl vERY COSTLY
4 BECAUS! rnouen TheY crow 10 REET vOUm KEEDS THey wust Don 1 emow Enouen
L CUneyTER B1VES vou m

URALLY
IT Ha$"A wiDE Ranae of ruﬁcrlws 10 nﬂ:v INCREASING REQUIRENENTS
9 Aun IT CAN GROw LARGER THAN MUST OTHER rulonu. cwovu YSTENS
10 BECAUSE LTS cARACItY For louxnuuu nnnun Xs dmeATER
11 THE PENSONAL COMPUTER ncvmts A Ri
EnaaL1fG YBU To PAYE A SYSYER™ un.uuzo hi] n(:r YOUR CHANGING WEEDS
13 FOR EXAMPLE By AODING A th
16 ¥ou CAR HAVE EIgnt TImes THE ouxnnn. STORAGE CAPACITY
15 AND SUPPORT UP TG & YISUAL DISPLAY UNITS
16 AND THERE IS an uf:Nsva 'RANGE OF PERSONAL COMPUTER HARDWARE
1T wI1DE RANGE OF apPLICATION $OFFwaRE Auluu: nonoui LIM, yf,zss POSSIRILITIES
18 S0 yoUR SECRETARY TAN DO WER WORD PROCESSING Yoy C. Do YOUR ‘FORECASTS
19 inp YOUR rcuunrud CAN 08 TnE xuvolclue n.y. AY v»z Shne TIne
20 Fuay S wnhT wmAKES PHE PE NSDNAL Ct R™nORE ' AN .nuﬂ A r,lsovm. COMPUTER
11 IS EURgPE S LEADING comvc
22 with TROUSANDS OF SATISFIED uSns IN OvER’ le couuvnxu umnuxu
23 WE CAN OFFER TRADER POINT SERVICE ncx uﬁ bnr s:coﬁo
24 wHaT MORE COULD YOU ASK FUR™ APaRT FR rlnx
** SINCLAIR ZXB #%
1 FOR S 99 95 you LAN mv: A FULL POWERED PERSONAL COWSUTER
2 RosT PEOPLE KNOW 9Y
3 THat 1Y IS THE Lo-£sr PRICED PERSONAL COMPUTER IN THE WORL
4 BUT SERIOUS PROGRANMERS ARE LOOKING roi WORE ™ THAN A LOW n!c:
5 THEy AL LOOKING FOR TRUE COMPUTER ow
6
T
[]
3

20000002000 00000000000 IRS
~

AnD THAT s wn€RE IT SURPRISES A Lo¥ or PEOPLE
JusT LOOK AT THE KEYBOARO ARD vOU LL GET SOME lnu oF THE POWER
IT HAS MORE THAN 60 Commands 2o su»nxe $¥nadL
AND COMPLETE MATHEMATICAL FUNCTION!
10 AND TMERE S EVEN MOAE pOwEA TRAT YW Can T SEE
11 & BREARTHROUGH N PERSONAL COAPUTE
12 {1 OFFERS FEATURLS FOUND ONCY ON COMPUTERS COSTING TMG OR THREE TIMES AS WUCH
JusT LOOK AT wral vdu 6E
18 CONTINUOUS nxs»uv mcwuxm navING GRABHLCS
i

n
16 NA’;NEnAHcAL AND shsnurl: FunctIons gccmnz 10 8 r_A:cnuL PLACES
17 UNIQUE ONE ToucH ERTRy OF KEY wORO$ LIRE vilnv RUN afd L1ST

18 AUTQMATIC SYNTAx EFROR DETELYIon ARp :As

19 RANDOMIZE FUNCTION USEFUL BOTH GANES Aion SERIOUS APPLICATIONS
20 BYILY IN XNVENFALE For PHI
21 1K OF MEMORY EXPANDABLE 10
22 A COMPRENENSIVE VNQGNAM“NG GUIDE AND OPERATING MANUAL
23 ORDER NOW AND TRY IT quT FOR 1o Da¥s

2¢ SIMPLY SEND THE COUPON ALONG WITA A CHECK GR WONEY ORDER

P s R R R R
o



CONTINGENCY TABLE

1 2 3 & 5 6

1 AND 6e 4y 84 T 3. b
2 FOR 3¢ 3¢ 3¢ 0. 0.0 2.
3 THE 2¢ B+ 10, 5. 5. Te
s ALL 1o 0s 3¢ 1ls 0s 1o
S  ARE e 1o 0 0. 2« 04
6 YOU 20 Bs 4y 2. b T.
7 CAN 2e 2+ 2. 1y 0. 8.
8 USE ie 1o 1o 0. 0. 0o
9 ONE le 0s le 0o 1o 0
10 HOW O le 1s 04 1a 0o
11 NOW 0 Lo 20 040 1o 0o
12 GET 0s 0s 1o 0, 04 O
13 HAS ge 0s le 1. 0Gs 1.
is  ITs O0s 0O0¢ 2¢ 0¢ 0o 1.
15 our 0 0s 0o 1, 0+ 1o
16  EASY le O O¢ 24 1o 0.
17 wORp 20 0¢ 1¢ 1o 04 1e
18 CATA e 04 04 3, 0o 0.
19  MUcH 3¢ 0s G, 0. 0. 0,
20  MORE 2, 0o 1. 0. 0O¢ 3.
21 YOUR le 0¢ 34 0¢ 0+ 7.
22 wlIDE le 0s O0s 1s 0. 2.
23 TIME 1+ 0s 0, 2, 0o 1
24 HELP 0s 2¢ 1ls 0, 0o 0.
25  wWith 0 1o 2, 2. 04 4,
26  LIKE 0 Lo 24 0. 0+ 0
27 wHaAT Oe 20 0y 0. 0O0¢ 2
28 THaT 0 le 3, 0, 0. &
29 THIS s le 1y 1a 0. 04
30 FROM 0, 1o 1, 0, 04 1s
31 LOoK 0e 0¢ 1o 04 Oo 0o
32 HAave 0 0¢ 2, 0. 0o 24
33 MOST O D¢ 4¢ 04 O« 1l
34 ONLY 0¢ O0¢ 3¢ 0o 0« Qo
35 OVER 0 0O 24 0¢ 0G4 1o
36  THEY de Oe 1o 03 04 2.
37 KNOw 0s O¢ 1ls 0e 1o 0o
38 THAN 0e 0s 0, 0, 2+ 2
39  GRow 0 0 Gs 04 04 4,
40  MEET O0¢ 0s 04 0, 0o 3o
L3t JusTt 0s 0¢ 0, 0o 0o 2
42 PRICE le 0s 2, 0+ 0. 0.
43 BUILT le 0¢ 04 1o 04 0o
44 COULD 0s 1o 04 0. 1. 1.
45  LEARN 0s 1ls 1. 0. 1s 0,
46 POWER s la 0. 0, 0s Ls
47 TIMES 0s 1o 0, 0. 04 1.
48 SMALL Qs 0s l¢ 0o 34 0.
49  OFFER O 0v 24 0. 0. 1.
50  THINK 0s O0¢ 0, 24 1. 0,
51  RANGE OGe Qe 04 la 0o &4
52 NEEDS 0e 0¢ 0, 0, 0. 3.
S3  CHANGE 1o le 06 0¢ le O
Sé SYSTEM Do Ov 64 1le 0¢ 1o
55  PEOPLE 0+ 0. 1, 0, 0. 0,
56  DESKTOP le Qe 24 0, 0e¢ 0,
S7  SYSTEMS Oe¢ 0¢ 34 0. 0. 1,
§8  GRAPHIC 0 0« 04 2, 04 0.
59  DISPLAY 0 0o 0, 2. 0s 24
60  BECAUSE 0e O 04 04 Lla 3
61  BUSINESS 2e 0e 2, 1lso 1o 04
62 COMPUTER le 3¢ 24 1. 44 10,
63  SOFTWARE 2¢ 1o 24 3, 04 1.
84  FORECAST le 24 0. 0. 0, 0,
65  PERSONAL 0s 35 1. 0. 0. 9,
66  FEATURES O 0o 14 1. 0. 0,
67 AVAILABLE le 0¢ 1o 0, 0. 1.
88  COMPUTEHS 0s 0e 2, 0, 3¢ Oa
69  FUNCTIONS de¢ 0« 0, 0, 0+ 1.
To  ACCOUNTING Je 0¢ 1. 0o 0u O
Tl PROCESSING 3¢ 0+ le 3, 0s 1

Number of letters 12 3 4 5 6 7 8 910111213

Number of different o g 48 86 87 55 67 45 43 23 12 7
words used

Total number of words 957
Number of different words 480
Number of different words analysed 71
(words of three letters or more and
words used twice at least)

7
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FACTORIAL PLANE 1-2

F2
COMFUTERS SMALL
HOwW
LEARN
ow
KN s
ARE
NOwW
CHANGE
QNE
HELP oNLY
UIKE
couLo
THAN PRICE
3 DESKTOP
2 FORECAST
SUSINESS
TuAT , SYSTEM
H THE
You
THIS
AND F1
COMPUTER Asy
ALL
WHAT  FUNCTIONS ACCOUNTING
THINK
MUCH
AVAILABLE
THEY
SOFTWARE gy 7
BECAUSE JUST
PERSONAL "
CAN WITI WORD
8 YOUR 4
PROCESSING
GRAPHIC
DATA
DISPLAY
WIDE TIME
MEET
GROW NEEDS RANGE

The figure above shows the factorial plane
corresponding to the two first axes. This
display points out the association between
words, between brands and between words and
brands. Only the words with the most important
contributions (scores) were printed.

The first axis (horizontal, 24 7% of total
variance) opposes two kinds of professional
advertisings. On the lower left hand corner, the
advertising insists on the fact that it is "your
personal computer”and it can “grow to meet your
needs”. On the lower right hand corner, the
advertising deals with the easiness and the
rapidity of training and with the uses for
"accounting word processing, data processing”.
The second axis (vertical, 21 7% of total
variance) opposes the professional use to the
public at large use. In this case (upper part),
the discourse is "to learn how computers could
change the way you 1live"”.The wunderlined
sentences are precisely part of modal responses.

We note that two different lexical forms of a
word can play different ‘roles according to the
context. It is the case for "computer” (your
computer at work) and "computers"” (the
computers, generally speaking).

The example presented here to illustrate
the program, is very short but this statistical
program is of great use specially for large
corpus.




