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1. INTRODUCTION 

How good are the census data? Since 1950, the 
Census Bureau has attempted to provide data users 
with an answer to this question. Studies have 
been conducted to evaluate census operations such 
as interviewing, coding, editing, keying, micro- 
filming, and tabulating. The methods most often 
used for evaluation require either some form of 
replication of the operation or interpenetration 
of the operator assignments. For large scale 
surveys, these methods are expensive to implement 
and d i f f i cu l t  to control due to their  complexity. 
Furthermore, since their  purpose is usually 
evaluation of operations, these studies usually 
focus on only a few operations in the data col- 
lection and processing chain. As a consequence, 
estimation of total census error is not possible 
unless i t  is assumed that the operations not 
evaluated do not contribute signif icantly to 
total error. 

The direction of the present research is 
toward methods for estimating total census 
variance which do not require expensive experi- 
mental designs or reinterview surveys. By taking 
advantage of the complete geoqraphic coverage 
of the census, the estimation method developed 
in the paper produces a narrow range of error  
which, in expectat ion, contains the to ta l  non- 
sampling variance of the census to ta l  under an 
assumed model. These lower and upper bounds 
could serve as indicators of census data qua l i t y ;  
or perhaps t h e i r  u t i l i t y  could be extended, for  
example, ( I )  to determine which census items are 
most effected by processing er ro r ,  (2) to com- 
pare, say, a decentral ized data co l lec t ion  pro- 
cedure with a centra l ized one, and (3) to form 
rough estimates of the to ta l  census variance. 

The present paper describes the general 
approach of the method which was tested for 
f e a s i b i l i t y  in the 1980 Census. At the time of 
t h i s  w r i t i ng ,  the computer resul ts are not yet 
ava i lab le ;  however, a subsequent paper w i l l  
give the resul ts of that study. 

2. DESCRIPTION OF THE 1980 CENSUS 

It is useful, f i r s t ,  to describe the data 
collection and processing operations of the 
1980 Census. The 1980 Census data collection 
operation in mailout/mail back areas was handled 
by 375 Distr ict  Offices (DO's). Eighty-seven 
were centralized offices headed by permanent 
Census Bureau employees. In these offices, 
which were responsible for major urban centers, 
the questionnaires were checked in, edited and 
followed up by clerical staff .  Enumerators 
responsible for the personal follow-up were each 
assigned areas of about 350 housing units called 
enumeration distr ic ts (EDs). They used the office 
as their  base of operations. 

The remaining 288 offices in these areas used 
a decentralized office procedure and were headed 

by locally recruited people. Procedures in these 
offices involved turning over more responsibility 
for checking and editing questionnaires to the 
enumerators who worked out of their  homes. 
Furthermore, there was no editing of nonmail 
returns and the follow-up of nonresponse was 
done more informally by the enumerators. As 
in centralized offices, the operations were 
performed by census personnel on an ED basis. 

In other areas, the co l lec t ion  operation was 
handled by 24 o f f ices using the conventional 
procedure and 12 of f ices using a combination of 
the decentral ized and conventional procedures. 
This conventional system was used in more 
sparsely set t led sections of the country. 
Households were mailed census questionnaires 
and were asked to hold them for  pick up by cen- 
sus enumerators. Systematical ly canvassing t h e i r  
EDs, the enumerators picked up the questionnaires 
and followed up nonresponse at the same t ime. 

The processing of the census data was done in 
three processing si tes located in Je f f e r sonv i l l e ,  
Indiana, New Orleans, Louisiana and Laguna 
Niguel, Ca l i fo rn ia .  The pr inc ipa l  operations 
performed included ( I )  receiv ing,  sort ing and 
stor ing the quest ionnaires, (2) c le r i ca l  coding 
of wr i t ten  responses, (3) microf i lming a l l  
quest ionnaires, (4) converting responses to 
machine-readable form and (5) c l e r i c a l l y  review- 
ing the col lected information for  each ED. Again, 
the operations were completed on an ED by state 
basis. 

The remainder of the paper is concerned with 
the assessment of combinations of effects. That 
is, we attempt to estimate the joint impact 
on total variance of (1) all operations in a 
d is t r ic t  office which are performed on whole EDs 
(such as enumeration) and (2) all other opera- 
tions in a d is t r ic t  office (check-in, editing, 
second phase follow-up, etc.). In the analysis 
of the experimental data, the effects, (1) and 
(2), wil l  be estimated separately for centralized 
and decentralized d is t r ic t  offices by the pro- 
cedure described below. By the nature of the 
operations in each type of off ice, (1) is 
expected to be larger for centralized offices 
while (2) should be larger for decentralized 
offices. A test of these hypotheses wil l  provide 
some evidence as to the val idi ty of the proposed 
estimation procedure. 

3. THE THEORETICAL BACKGROUND 

3.1 The Basic Idea 

The idea forming the basis of this methodology 
is similar to the collapsed strata concept of 
variance estimation ([2],  p.138). Under additive 
model assumptions, the effects of the respondent, 
the enumerator, the joint effects of the d is t r ic t  
office operations and the joint effects of the 
processing center operations can be be roughly 
estimated by functions of the following contrasts" 
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(i) between EDs within the same d is t r i c t ,  ( i i )  be- 
tween EDs within different d is t r ic ts  but proc- 
essed in the same processing centers, and ( i i i )  
between EDs within different d is t r ic ts  and 
different processing centers. 

In the present paper, the technique is 
developed for  est imat ing ( i )  and ( i i ) ;  ( i i i )  
has also been considered in another paper (see 
[ I ] ) .  Furthermore, i t  w i l l  be shown that  forming 
these contrasts only between contiguous EDs 
resul ts  in bounds having a smaller expected 
range. 

The success of this technique depends to a 
great extent on the number of pairs of contiguous 
EDs handled by different processing centers and 
lying in different d ist r ic ts of the same type. 
Because no planning was done for this study 
prior to the census, there are very few contrasts 
of the form in ( i i i )  for some types of d is t r ic t  
o f f i ces -  in particular, for conventional dis- 
t r i c t  offices. However, i f  this method proves 
to be successful for centralized and decentral- 
ized d is t r ic t  offices, future censuses could 
ensure the estimability of the nonsampling error 
components by purposefully creating more ED pairs 
of the form ( i i )  and ( i i i )  in the census planning 
stage. 

3.2 Notation and Assumptions 

To s imp l i f y  the exposi t ion of the theory ,  
consider a census operation in which a l l  opera- 
t ions of data co l l ec t i on  and processing are 
cent ra l ized in the d i s t r i c t  o f f ices._I /  As in the 
1980 Census, assume that  some operat ions, such 
as enumeration, are performed on an ED basis 
whi le other operations cut across EDs. 

Our model assumes that the error that exists 
in the census arises from three general sources: 
( i )  the respondent (or, generally, the elementary 
uni t ) ,  ( i i ) t h e  ED, and ( i i i )  all operations in 
the d is t r ic t  office which are not ED-based. 

We, consider the case where the elementary 
uni t  is a person wi th in  a household whose 
response er ror  may be corre lated with other 
persons wi th in  the household. Let the subscr ipt  
( i ,  ,i, k, ~) denote the ~-th person in the k-th 
household wi th in  the j - t h  ED wi th in  d i s t r i c t  
o f f i ce  i .  Denote by Yi~u the f ina l  tabulated 
value for  un i t  ( i ,  j ', k, JE~ and le t  U i jk~ de- 
note the t rue value for  the un i t .  I t  is assumed 
that  ( i ) ,  ( i i ) ,  and ( i i i )  above cont r ibu te  
the fo l lowing add i t ive  nonsampling errors to 
the t rue value of un i t  ( i ,  j ,  k, L): 

Distr ict  office error = 6i + ~ijk 

ED error = ~ij + ~ijk 

Respondent er ror  = r i j k  

where 

~i = error variable arising from the i - th 
d is t r ic t  office which is a combined 
effect of office operations other than 
those based upon EDs; may be interpreted 
as the average systematic error of these 
operations. 

~ij = error variable contributed by ED ( i ,  j )  
common to all units in this ED, 

r i j  k~ = er ror  var iab le associated with respond- 
ent ( i ,  j ,  k, c) and, 

6 i jk~ and ~ijkC = uncorrelated errors con- 
t r i bu ted  by d i s t r i c t  o f f i ce  i 
and ED ( i ,  j )  for  un i t  ( i ,  j ,  
k ,C) .  

Then, the ful l  model is 

Yi jk  = Ui jk~ + 6i + ~ i j  

+ ~ i jk~ (3.2.1) 

where ~i jk~ = 6 i jk~ + mijkC + r i j kC-  

The assumptions made for the model are" 

( i) the errors 6 i and ~ij are random samples 
from in f in i te  populations of errors with 
zero means and variances given by a~ and 
2 o , respectively. 

( i i )  the errors ~i jk~ are random var iables 
with mean O, variance o~ ( i ,  j )  and co- 
variance Cov(e i,i.k~ , e i , j  " ~) = Pij ~2 
( i ,  j )  for  ( i ,  j ,  K) = t l ,  jk, and = O, 
otherwise. 

( i i i )  the errors h~i ~ i j ,  and Eijk~ are uncor- 
related wit each other ana with the true 
true values Uijk~. 

Now consider the variance of a census to ta l ,  
Y, under these assumptions. Let N denote the 
size of the total population of units and define 

m i = number of units in d is t r ic t  office i ,  

mij = number of units in ED ( i ,  j ) ,  and 

mij k = number of units in household ( i ,  j ,  k). 

From (3.2.1), Y can be written as 

Y = N-C + i zmi 6i + z~ m i j~ i i  J + zzss~'Jk~ijk~ I 

where-C is the true mean of the population. 
Hence, from the previous assumptions, 

2 2 
V(Y) = ~ ~m i + a2~ ijZZm i j  

where 

+ i j  sZmij [°2( i 'J)e (I + c i j  P i j ) ]  (3.2.2) 

2 
c i j  = ~mijk/mij-l. 
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3.3 Appropriateness of the Model 

Perhaps the mos t  st r ik ing feature of the 
proposed model is i ts  s impl ist ic  representation 
of the multitudinous and complex nonsampling 
errors of a census. A natural question at th is  
stage of the theoretical development is whether 
such a simple model is appropriate for the pur- 
poses of estimation or whether a more accurate 
representation of the census errors is needed. 

For example, i t  may not be r e a l i s t i c  to  assume 
independence of the errors e i jk~ w i th in  a d is -  
t r i c t  o f f i c e  fo r  some operat ions such as c l e r i ca l  
ed i t i ng  where ed i tors  may make errors which are 
cor re la ted .  Or, the assumption that  the ~i are 
sampled from the one d i s t r i b u t i o n  may not hold 
and t h i s  w i l l  have imp l ica t ions  for  the i n te rp re -  
t a t i o n  of the est imates. 

I t  should, the re fo re ,  be emphasized that  our 
current research ob ject ives are simply to deter -  
mine whether the proposed est imat ion method, or 
a s im i l a r  method, (a) y i e l d  measures which are, 
at l eas t ,  an ind ica t ion  of magnitude of nonsam- 
p l ing e r ro r  in census data and (b) is feas ib le  
fo r  implementation in fu ture  censuses. 

Llpon s a t i s f y i n g  these ob jec t i ves ,  fu ture  work 
w i l l  be concerned with bu i ld ing  models which 
be t te r  aid us in the formulat ion and in te rpe-  
t a t i o n  of the est imates. The focus in t h i s  
paper i s ,  there fore  on the est imat ion technique 
i t s e l f .  The model is used only as a rough guide 
fo r  i n t e rp re t i ng  the est imators and for  combining 
the component est imators to create the lower and 
upper bounds. 

4. ESTIMATION OF UPPER AND LOWER BOUND ON V(Y) 

4.1 Der iva t ion  of V L and V U 

Two EDs w i l l  be cal led adjacent i f  t h e i r  
boundary l ines connect at some po in t .  Two EDs 
may be adjacent and l i e  w i th in  the same d i s t r i c t  
o f f i c e  boundary. These pairs of EDs w i l l  be 
referred to as EDs of type A. ED pairs of type 
B are defined as adjacent EDs which l i e  in two 
d i f f e r e n t  census d i s t r i c t s .  Let A denote th~ 
set of a l l  pairs of adjacent EDs of the type A 
and le t  B denote the set of a l l  pai rs of adjacent 
EDs of the type B. 

To s imp l i f y  the nota t ion ,  the symbol Avg d h 
he S 

w i l l  denote the simple expansion mean of a 
c h a r a c t e r i s t i c  d for  a l l  elements in some 
spec i f ied set S. 

Hence, the mean of the c h a r a c t e r i s t i c  y for  
ED ( i , j )  w i l l  be denoted as Y i j  = Avg Yh where 

heS 
S is the set of a l l  un i ts  in the ED. S i m i l a r l y ,  
the t rue  mean of _the populat ion fo r  ED ( i , j )  
w i l l  be denoted by u i j  = Avg ~h. 

heS 

Fur ther ,  l e t  the indexes 1 and 2 be assigned 
a r b i t r a r i l y  to  each ED in a pa i r ,  h, of adjacent 
EDs (e i t he r  type A or type B). Def ine, for  
each pa i r ,  h, of adjacent EDs 

and 

2 I 
dh : -2 (~hl - Yh2 )2 (4.1.1)  

2 I 
Y : 2 (~-hl - ~h2 )2 (4 .1.2)  

1 [ °2 (h ,1 ) (Ch lPh l+ l )  
v h = ~ mhl 

o2 
+ iii ~ (h'2)(Ch2Ph2+l ) ] (4"1"3) 

mh2 J 
9 . .  

where Yht ,  T , o ~ h , t ) ,  c t '  p and mht (t 
1,2) are as ht defined slng th prev ious ly  htbut u e 
abbreviated nota t ion.  

Then, for  heA, that  i s ,  fo r  pai rs of adjacent 
EDs ly ing  w i th in  the same d i s t r i c t  

2 
E(d ) : ~ +Yh + Vh" (4 .1.4)  

And, for  he/3, that  i s ,  fo r  pai rs of adjacent EDs 
ly ing  in d i f f e r e n t  d i s t r i c t s  

2 2 2 2 
E(dh ) : o~ + ~ +  Vh + v h. (4 .1 .5)  

We now estimate the components of variance in 
(3 .2 .2 ) .  Let A h be the set of a l l  pairs in A 
having an ED in common with the h-th ED pa i r  in B. 
Define 

02 2 
e = Avg d h (4 .1.6)  

heA 

and 
^2 2 2 
o 6 : Avg [d h - Avg dp]. (4 .1 .7)  

he8 pea h 

I t  can be shown t h a t ,  under the stated assump- 
t i o n s ,  

and 

^2 2 2 
Eo e = ~ + Avg Yh + Avg v h (4.1.8) 

heA heA 

where 

and 

^2 2 
Ea 6 : a 6 + A + AV (4.1.9) 

Y 

2 2 
A = Avg (¥h - Avgvp) 

heB peA h 

A v = Avg (v h - Avg Vp). 
heB peA h 

The fo l low ing  upper and lower bound est imators 
of V(Y) are proposed. Define 

2 2 
VL - 86Zmi (4.1.I0) 

i 
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and 
^2 2 

~/U ~/L + ae i j  = 7Zmij. (4.1.11) 

4.2 Conditions under which Vl and Vll are Bound 
E s't i mat Ors "for V (Y) 

^2 
The estimator a6 is an average of between 

dist r ic t  office deviations squared minus the 
average of within d is t r ic t  office deviations 
squared. The contrasts between EDs in different 
d is t r ic t  offices estimate the combined effects 
of d is t r ic t  office operations including the enu- 
merator or ED effect and an effect of population 
characteristic differences for adjacent EDs. The 
contrasts between adjacent EDs within d is t r ic t  
office attempt to estimate the effects of d i f fer-  
ent enumerators and different EDs so that the 
d is t r ic t  office effect can be isolated by sub- 
traction. Choosing the EDs in the estimates of 
the enumerator and ED effects, which surround 
the two EDs used for the between d is t r ic t  office 
contrasts, attempts to reduce the bias in the 
estimate of the between d is t r ic t  office variance 
by taking into account the possibi l i ty that the 
expected differences between adjacent EDs may 
depend upon the proximity of the EDs to d is t r ic t  
office borders and other other pol i t ical  bound- 
aries. 

^2 2 
Thus, aa is an estimator of a 6 with negligible 

bias i f  i t  can be assumed that the d is t r ic t  
office boundaries are drawn without regard to 
the value of the characteristic of interest or of 
variables highly correlated with the character- 
is t ic  of interest. For example, i f  i t  assumed 
that the set /3 is a random sample from the set 

S 6 : uA h (4.2.1) 
h~B 

that  is i f  the d i s t r i c t  o f f i ce  boundary is essen- 
t i a l l y  drawn in a random fashion through the set 

EDs S, the estimator G2 w i l l  be unbiased for  of 
~2; that i s 

2 
0 

where E includes the expectation over all pos- 
sible samples of EDs of the same size as the 
set }3 from the set S 6. 

Therefor~ in expectation, the lower bound 
est imator,  V L, w i l l  underestimate V(Y) by 

2 2 
B L : ~ zz.mij 

i3 

Now consider VU, the upper bound estimator. As 
an estimator of V(Y), V U has a bias 

2 2 
B U = Avg Yh ZZmij 

h~A i j  

o2(i ,j) 
+ ~Zm. (Avgv h - ) (4.2.3) 

i j  l j  h ~A m i j  

The term Avg v h w i l l ,  in general, provide a 
h~A 2 . .  

close approximation to Avg a~(h) where here S 
heS mh 

is the set of all EDs. Therefore, i f  i t  is 

2 2 
assumed that a (h) =a a constant, for  a l l  
he S, i t  can be shown that the second term on the 
r ight  of (4.2.3) is always pos i t ive .  Further- 
more, th is  term w i l l  be neg l ig ib le  i f ,  in 
addi t ion,  the EDs have approximately the same 
size. 

The f i rs t  term on the right, however, is 
expected to be large. By restricting the esti- 
mation to contrasts of adjacent EDs, we attempt 
to minimize this term, which is the average 
difference between ED true populat-ion means. 

Therefore, under the conditions stated above, 

E(VL) < V(Y)<__ E(vu) (4.2.4) 

and, the expected range of the bounds is given 
approximately by 

2 
= (a~ + Avg y 2 R 

h~A h ) i j  
zzm. l j  

+ ZSmiij J a2 ( i , j )  (I + c i j P i j )  (4.2.5) 

4.3 Estimation Based on a Sample 

The previous results assume that all type A 
and type B EDs were used in the estimation. 
Because of the cost  involved in matching and 
pairing EDs for all census dist r ic ts,  this 
approach may not be feasible. However, i t  is 
easily shown that the preceeding results also 
apply when either a random sample of d is t r ic t  
office pairs are selected from all possible 
pairs of adjacent d is t r ic t  offices or a random 

- - - r  
sample of type A and ~ype B ED pairs ilSn selected 
from the sets A and . The extens of the 
general theory to allow for this sampling is 
straightforward and does not afford any d i f f i -  
culties. 

2 
+ zsmija (i j ) ( l  + c i j P i j )  • . ~ ' 

13 (4.2.2) ! /  In [ I ] ,  t l~e model has been extended to the 
fu l l  organizational structure of the 1980 Census 
in which the data processing was performed out- 
side the d is t r ic t  offices in processing centers 
and several types of d is t r ic t  office structures 
were used. 
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