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i. Introduction 

We consider the estimation of the regression 
coefficient 812 in a linear regression: 

E(XIilX2i) = Pl + BI2X2i ' (i.I) 

on the basis of a random sample of observations, 
some of which are missing due to non-response. We 
assume that response depends, in a way to be speci- 
fied, on values of a third variable, X3, which is 
observable for the whole sample and which is rela- 
ted to the variables X 1 and X 2. 

Two alternative approaches to this problem have 
been considered. The econometric approach, sum- 
marized by Heckman (1979), assumes response to be 
determined by an unobservable variable, X4, which 
is the dependent variable in a linear regression 
relationship with X 3. Heckman (1976) proposes a 
two-stage (probit and OLS) estimator, which is 
asymptotically unbiased, under certain assump- 
tions, within a conditional framework of inference 
(given the values of X 2 and X3) , and for which 
asymptotic expressions of variance are given by 
Lee, Maddala and Trost (1980). 

The sampling theory approach,proposed by Nathan 
and Holt (1980) and by Holt and Smith (1979), to 
deal with the effect of sample design on regression 
analysis can be applied to this case. This is done 
by considering the response as obtained by sub- 
sampling from the main sample, via a non-informa- 
tive design, with the sample distribution deter- 
mined, in an unknown way, by the values of X 3. An 
overall MLE, under assumptions of multivariate 
normality, which is asymptotically unbiased, is 
proposed by Holt and Smith (1979) and some of its 
properties are shown to hold under less stringent 
assumptions by Nathan and Holt (1980). 

In order to compare the estimators proposed, an 
overall model is set up, within which both approa- 
ches can be imbedded as special cases (section 2). 
The implications of each of the approaches with 
respect to the assumptions are examined in sec- 
tions 3 and 4 and expressions for the conditional 
expectations and variances of the estimators are 
given in section 5. In section 6 an estimator 
based on the overall model (without simplifying 
assumptions) is proposed and in section 7 the re- 
sults of some simulation comparisons between the 
performances of the estimators under the full 
model assumptions and under certain relaxations 
of the assumptions are presented. 

2. Overall Model 

We formulate the model for univariate variables, 
for simplicity, but the extension to the multi- 
variate case is immediate. We assume a finite 
sample of N values of four variables with a mul- 
tivariate normal distribution, i.e. 

(Xli , X2i , XBi , X4i ) ,u N(_~;Y) (2.1) 

(i=l .... , N) 

where : 
-~' = (~i' ~2' ~3' P4 ) 

and: 

_ . _ 02 
Ejk Ojk , ojj 3 , 

o 2 o 2 
and define Bab' Bab.c' a.b' °ab.c' a.bc' °ab.cd 

as usual. The conditional distribution of Xli , 

given X2i: 

XIi]X2i ~ N(~l+#12(X2i-P2); o~.2) , (2.2) 

defines the regression relationship of interest and 
~12 is the parameter of interest. Observations on 

Xli are available only for a sub-sample of size n, 

defined by the indicator variable, di, which is 
determined by the variable X4i: 

>0 i: X4i - 
d. = { (2.3) 
I 

O: otherwise. 

Observations on X4i are not available for any unit 

(except via d.) while observations on X3i are 
1 ' 

available for all units of the main sample 

(i=l, ..., N). Observations on X2i may be avail- 

able for all i=l, ..., N, but those for which d.=O 
1 

are not in general useful for estimating BI2. 

3. The Sampling Theory Approach 

The sampling theory model considers themargina] 

distribution of (Xli, X2i, X3i) and derives the 

overall MLE of ~12 under the assumption of non-in- 

formativeness of the sample design, as defined by: 

(Xli,X2i) l(XBi,di=l) ~ (Xli,X2i) IX3i. (3.1) 

This is equivalent to the condition: 

2 =02 =0 (3 2) 
°14.3 4.3 

The MLE estimator is obtained by DeMets and Halpe- 
rin (1977) as: 

s13s23 [~ I) sly+-s  
12 = s~3 f~ ~ ' 

+ 

N 
i y d - - 

where: Sab = n i=l i(Xai-Xa) (~i-Xb) 

N 
s2 = 1 ~ d (Xai-Xa) 2 
a ~ i= 1 i 

N 
- 1 
x =-- Y dX ; 
a n i=l i ai 

N N 

- - 1 E X3i ~2a = N1 i=lY (X3i-X3)2 ; Xa = N i-! 

(a,b = 1,2,3). 
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4. The Econometric Approach 

Heckman (1976) considers the joint conditional 

distribution of (Xli,X4i) , given (X2i,X3i) , in- 

duced by (2.1), in the form of the regression re- 

lationships : 

Xli- ~i + 812(X2i-~2) + Uli 

X4i = ~4 + 843(X3i-~3) + u4i ' (4.1) 

where: 

(Uli,U4i) I (X2i,X3i) ~ N(O,Z*) (4.2) 

o 2 02 
1 . 2 3  1 4 . 2 3 ]  

Z* = 2 • 
O14.23 O4.23 

The derivation of the estimator is made under the 
implied assumptions : 

xm, l (X2i,X3i) ~ XlilX2i 

X4i I (X2i,XBi) ~ X4ilXBi , (4.3) 

which is equivalent to the conditions: 

= 0. (4.4) o13. 2 = 024.3 

Note that this implies that the parameters of 
(4.2) become: 

o~4.23 = o14.2 = o14.3 . (4.5) 

Heckman (1976) obtains an estimator of 812 in two 

stages. At the first stage, probit analysis is 

used to estimate the parameters of the conditional 

probability that the unit is sampled, given X3i, 

P(di=llX3i) = ~(-Z i) , (4.6) 

where Zi =-[~4 + 843(X3i-~3)]/°4.3 and ~ is the 

standard normal d.f. Let Z o be the estimate of Z. 
l 1 

obtained at this stage. At the second stage, B 
12 

is estimated by OLS from the regression 

re lat ionship : 

°14"3 f ( 4  7) 
E(XliiX2i'd~=l) =~i +812(X2i-~2 ) + 04. 3 i' " 

where X = ~(Z )/~(-Z ) is estimated at the first 
i i i- 

stage (and ~ is the standard normal p.d.f.). 

Denoting sample variances and covariances in- 
^ 

volving Xi by 

N N 

s2 = 1 Z d.(~.-~) 2 where ~ = 1 Z d ~ ; 
n i= 1 i i ' n i= 1 i i 

1 
Sa~ = n Zdi i ~ (Xai-Xa) (a=l, ,2 3) (4.8) 

and the conditional sample variances and covar- 
iances by : 

= _ S b c  / - • Sab c Sab s s 2 
. me c ' 

S 2 = S 2 - S 2 Is~ (a,b c = 1 2 3 ~) 
a. b a ab ' ' ' ' ' ' 

the resulting estimator can be written as: 
^ 2 

^* s12. ~/s22.X ̂ Sl2-SlxS2~/s~ 
= = 2 Z~IsZ • (4.9) S12 s2-s 2 

5. Conditional Expectations and 
Variances of the Estimators 

Under the general model of section 2, the con- 
^ 

ditional expectation of 812 , given the values of 

X 2 = (X21 ..... X2N) , X 3 = (X31 ..... X3N) and 

d = (d I ..... ~d~)' can be derived as: 

E(SI21X2,X3,d) = 812.3 + 

+ + 

. . . .  s~. 3 + ( S ~ 3 / s ~ ) ' ( ~ / s  ~) ' i 5 . 1 )  

where: 

X*. = (o14 1o 4 3 ) +(z~)l~(-z~) 1 .23 .2 

Z? =-[~4 + 842.3(X2i-~2) + 843.2(X3i-~3)] 

and s aX*' SaX*.b 

04.23 

(a,b - 1,2,3,~) are defined as in 

(4.8) with ~. replaced by X*. Similarly the condi- 
1 1 ^, 

tional expectation of 812 can be derived as: 

E(B721x2'xB'a) =B~2 3 + B13"2s23"~• +s2x*' "~' 2 ^ • (5.2) 
- . s2. X 

The e x p e c t a t i o n s  u n d e r  s p e c i a l  c o n d i t i o n s  a r e  
as follows : 

I) If ~ : s~: 

E(~I2 Ix2,x3 ,d) = 812.3 
813.2s23 + s2x , 

+ ..... s~ " , (5.3) 

while there is no change in (5.2). 

2) If the conditions of the sampling 
theory model (3.2) hold: 

2 
813.2s23~/s3 

E(SI21X2,X3,d) =812.3 +s~. 3 +(s~3/s~)(~3/s ~) 

(5.4) 

813.2s23.~ A 

Ix2,x 3 d) + (5.5) E(812 ' = 812.3 s~. 

3) If the conditions of the 
econometric model (4.4) hold: 

E(SI2 IX2,X3,d) =812 
(s23/s ~) ($~/s~) s3X,+s2x,. 3 

+ 

(5.6) 

^, s2 I*. 
E(SI21X2,X3,d) = S12 + S2 ^ 

2.X 
(5.7) 

Thus ~12 is conditionally unbiased if and only if 

both the conditions of the sampling theory model, 
(3.2), and those of the econometric model (4.4), 
hold. 
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^ 

The conditional variance of 812 can be derived, 
under the general model, as: 

V(~12 IX2,X3,d) = 

p2 N 
o~ 23 {s~ 3+(s~31s~)(~Is~)+--- Z d I (Z*-I i) 

• • ni= I i i i 

_ C23) (~. i)(X3 i _ ]2}/ (X2i-x ) + s-- T -x 3) 

{n[s~. 3 + (S~B/S~) (o~/s~) ] 2 } (5.8) 

while that of ^* 812 can be derived as: 
^, 

V(812 IX2,X3,d) : 

p2 N 
o~ 23 {s~ ~ + - -  Z d % (Zt-I) 

. . n i= 1 ii a i 

(X2i-x 2) - ( s 2 ~ I s ~ ) ( ~ i - ~ )  }l(ns~.~). 

where: O 2 = o14.23/(o~.23 o~.23 ). 

(5.9) 

For special conditions we obtain: 

: 

V(~12 IX2,X3,d) : 

O 2 [S~ 
1.23 3 p2 (Z,_li) (X2i -2  + 7.d 1 - -  -x2) ] n i i 

ns,~3 . . . . . . .  

while (5.9) does not change. 

, ( 5 . 1 0 )  

2) If the conditions of the 
sampling theor Z model (3.2) hold: 

V(~12 IX2,X3,d) = 

+ 

+ 

°~.23 
V(~I21X,X3,d) : ns~L.~ • 

( 5 . 1 1 )  

( 5 . 1 2 )  

3) If the conditions of the 
econometric model ~4.4) hold: 

The only chan~es in (5.8! and (5.9) are in the 
d e f i n i t i o n s  o f  pZ_, X. and . 

l 1 

6. An Estimator Based on the Overall Model 

Consider the joint conditional distribution of 

(Xli,X4i), given (X2i,X3i), under the overall 

model (1.2). This distribution is completely 

specified as follows : 

Xli = ~i +812.3(X2i-~2) +813.2(X3i-~3) +vii 

X4i = ~4 +842.3(X2i-~2) +843.2(X3i-~3) +v2i' (.6.1) 

where: 

(Vli,V2i) I (X2i,X3i) ~ N(0,Z*) 
and Z* is defined by (4.2). 

(6.2) 

Note that this reduces to (4.1)-(4.2) under the 
assumptions (4.3). 

An estimator based on the more general model 
above can be derived in an analogous manner to 
that used in the econometric approach, described 
in section 4 as follows: 

a) Use probit analysis to estimate the para- 
ameters of the conditional probability of a unit's 
being observed, given both X3i and X2i: 

P(di:llX2i,X3i) : ~(-Z~), (6.3) 

where Z*. is defined by (5.1). Note that, under 
i 

t h i s  m o d e l ,  t h e  p r o b i t  e s t i m a t o r  o f  Z~ i s  j u s t  Z. 
1 1 

- t h e  p r o b i t  e s t i m a t o r  o f  Z. o b t a i n e d  u n d e r  t h e  a 
s i m p l i f y i n g  a s s u m p t i o n s .  

b) The parameters of the following regression 
relationship : 

E[XliIX2i,X3i,di =I] : ~I+812.3(X2i-~ 2) 

o14.2 3 ~(Z*) 
+ 813.2(X3i-~ 3) + °4.23 ~ ~  (6.4) 

are estimated by OLS after substituting Z. instead 
1 

of Z* Let ^ and ^ be the estimators of z" 812.3 813.2 

812.3 and 813.2 thus obtained. 

c) Let ~32 be the OLS estimator of 832 obtained 

from the observations { (X2i,X3i) ; i=l ..... N}, 

i.e. 
N 

Z (X2 i-X 2 ) (XBi-X 3) 

~32 : ~23/$~ : i:l N . (6.5) 

l (X2i_~2) 2 
i=l 

^O 
Then the estimator of ~12 -812- is obtained from 

the relationship: 

812 = 812.3 + 832 813.2 (6.6) 

as: 
^ 

^o = ^ + ~3 . 812 812.3 2 813 2 " (6.7) 

The conditional expectation of 812 ,^° given X2,X 3 

and d can be shown to be: 

E(~72iX2'X3'd) : 812.3 + ~32 813.2 

s2x*.3~ + ~ s3x*-2~ + 
S 2 ^ ~32 s~ 2 2.3X . 

(6.8) 

^ 

Since 332 is a consistent estimator of 832 and 

since the last two terms of (6.8) vanish as N ÷~ 

(because ~i is a consistent estimator of %i ), ÔBl 2 

is a consistent estimator of _ 812" This can also 
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be seen from Heckman's (1979) result, if both X_ 
and X$ are used as explanatory variables in bo~ 
equations. 

The conditional variance of B°2,± given X2,X 3 
and d can be shown to be: 

~2 
^ 1.23 ^ 

V(B~21X2,X3,d) = ns~.3~ {s~.3~(l+B32 s~.~/s~.~) 2 

p2 N 
+-- 

Z diki(Z~-k i) 
n i=l 

2 
[(I-~32 s23.2/s3. ~)(X2i-x 2) 

^ 2 
s23. ~-832 s2. ~ 

..... s~.~ (X3i-x3) - 

s2~.3 +~32 s~/s~ (~._~)]2} (6.9) 

s~. 3 1 

7. Comy arisons of the Est imat0rs 

The proposed estimators can be computed without 
the assumptions implied by the models under which 
they are derived. Their conditional biases and 
variances can be computed both under the general 
model assumptions and under sub-models. However, 
the results cannot be compared analytically due to 
the fact that analytic expressions for the probit 
estimators ~. are not available. Thus simulation 
comparisons h~ve to be used. 

An initial small simulation study was carried 
^~ 

out with respect to the estimators B12 and B12. 
Four sets of population parameters, specified in 
Table 1 by their correlation matrices, were used. 
Under the first neither the econometric model 
assumptions (4.4) nor the sampling model assump" 
tions (3.2) hold. The second set represents con- 
ditions close to those of the econometric model: 

I~13.21,I~24.3 I< 01, while for the remaining two 

sets the exact econometric model and the exact 
sampling model assumptions hold, respectively. 

Table . i: Parameter Sets for Simulation Study 
Parameter Set ..... Correlation Matrix 

i. General I .762 .626 .418 
i .590 .288 

i .319 
i 

(P13.2 =.177; P24.3 = .i00; P14.3 = .218) 

2. Approximate i .762 - .626 .418 
Econometric I .704 .2 74 
Model Conditions i .319 

i 

(P13.2 = .009; P24.3 = .005; P14.3 = .218) 

3. Exact i .762 .626 .418 
Econometric i .822 .262 
Model Conditions i .319 

I 

(P13.2 = s24.3 = 0; P14.3 = .218) 

4. Exact i .762 .626 .200 
Sampling I .590 .188 
Model Conditions i .319 

I 

(.o13.2 = .177; P24.3 = P14.3 = 0) 

For all sets of parameters the value of the re- 
gression coefficient is the same: B12 = .762. 

The mean o~ X 4 was determined so that 

E(n)/N=P(X4i>-O) = .6. For each set of parameters 

N = 2,000 values of (X2i,X3i,X4i) were generated 

by the marginal trivariate normal distribution 
and the conditional biases and variances of ~12 

and S12 were computed, onthe basis of the expres- 

sions in section 5. Ten repetitions were suffi- 
cient to attain the small standard errors of the 
estimates of the relative bias and of the esti- 
mates of the relative standard error, given in 
Tab le 2. 

Table 2: Simulation Study Results 

Parameter Set 

Esti- 
mator 

Approx. Exact Exact 
General Econom. Econom. Sample 

_ ~ondit~___Condit. Condit. 
i 2 3 4 

^ 
Relative B12 .035 .041 .046 -.002 
Bias (.0025) (.0011) (.0003) (.0028) 

^, 

B12 .226 .176 -.004 .206 
(.0004) (.ii15) (.0001) (.0008) 

^ 

Relative ~12 .024 .024 .024 .023 
Standard (.0002) (.0002) (.0001) (.0002) 

Error ~* 028 033 041 028 
12 . . . .  

(.0001) (.0001) (.0003) (.0003) 

Re lat ive 
12 

Root 
.043 .048 .052 .024 

(.0022) (.0011)(.0003) (.0009) 

.228 .179 .041 .208 
(.0004) (.0004) (.0003) (.0008) 

The results, though limited in their scope, give 
an indication that the sample model estimator, 

12' 
may be more robust than the econometric model esti- 

^, 
mator, B12. The latter has high mean square error 

(due to high bias) when the econometric model 

conditions do not hold, while ~12 maintains a low 

level of mean square error even when the condi- 
^ 

tions for its consistency do not hold. Since B12 

is an explicit single-stage estimator, this might 
^, 

make it preferable to B12 , however further studies 

on the performances of the estimators for differ- 

ent departures from model assumptions have to be 

carried out. 
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