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i. INTRODUCTION 
When information on some auxiliary variable x 

related to the variable of interest y is avail- 
able for all units of a finite population, unequal 
probability sampling is frequently used for in- 
creasing the efficiency of the estimation, gener- 
ally in conjunction with the Horvitz-Thompson es- 
timator of the population total (or mean). Sev- 
eral optimality results for the Horvitz-Thompson 
estimator of total are well known. The choice of 
a variance estimator for the Horvitz-Thompson es- 
timator is, however, not clear. Some theoretical 
problems with the Yates-Grundy and other design- 
unbiased estimators were pointed out in Biyani 
(1980a). Some new estimators were derived using 
a Random Permutation Model and the performance of 
several estimators was compared empirically in 
Biyani (1980b), using the mean squared error as 
criterion. Cumberland & Royall (1980) have com- 
pared several estimators of the model-variance of 
the Horvitz-Thompson estimator, conditional on the 
sample, under a certain superpopulation model. 

Using mean square error as a criterion may be 
most appropriate, if the variance estimate is to 
be used for survey design purposes. If, however, 
a variance estimate is to be used primarily for 
the interval estimation of the population total, 
then the performance of the interval estimators 
based on different variance estimators must be 
considered. In this paper, we have empirically 
compared the following aspects of interval esti- 
mation, 
(a) the actual coverage percentages of nominal 

95% confidence intervals based on the per- 
centiles of student's t distribution 

(b) the average widths of true 95% confidence 
intervals, based on the knowledge of the 
actual distribution of "Studentized esti- 

mates" of the form (T- T)/[V(T)] I/2. 

2. THE ESTIMATORS AND DESIGN 

Let T denote the population total and eHT 

denote the Horvitz-Thompson estimator of T. We 
consider the following estimators of the variance 
of eHT over all possible samples : the Yates- 

Grundy estimator (vyG) a weighted ratio estimator 

(v F) due to Fuller (1970), an unweighted ratio 

estimator (v R) , a "best" estimator I (v B) , and 

"best" model-unbiased estimator I (VBMu). The 

last three estimators are defined in Biyani 
(1980b). For a stratified sampling design, and a 
corresponding within strata random permutation mo- 
del, the corresponding estimators can be obtained 
simply by adding the within strata 
estimators, except in case of v_ For the lat- 
ter, the expression in the stratlfied case becomes 
considerably more complicated and requires addi- 
tional model assumptions. Hence v B was not con- 
sidered in the stratified case. 

Several natural populations were used in the 
study, including some small unstratified popula- 
tions and larger stratified ones. These are list- 
ed in Table i. From each population one thousand 
independent samples were drawn by computer, using 
Sampford's (1967) scheme of sampling with proba- 

bility proportional to X. The stratification 
was based on the X values and the allocation of 
sample size was proportional to the sums of X 
within strata. 

Let t(p) denote the (100p)th percentile of 

Student's t distribution with (n-l) degrees of 
freedom and let ti(p}_ _ denote the corresponding 

percentiles of the actual distribution of the 

"Studentized estimators" (eHT - T)/vli/2 , i = 

YG, F, R, B, BMU. For the "95% Confidence In- 
tervals" based on Student's t Distribution, 

by eHT _+ t(p)Vl/2),- the observed cover- (given 

age proportions are given in Table 2. Table 3 
compares the average widths of the true 95% con- 

1/2 
fidence intervals of the form (eHT + titp~V i ~  J 

1/2 
+ ti(l_p)V i _  _ ), where the percentiles ti(p}_ _ eHT 

are obtained from the empirical distribution of 
the t. 's over one thousand samples. These com- 

. i 
parlsons are made only for the unstratified pop- 
ulations. 

TABLE i. Populations used in the study 

Pop. pop. no. of 
No. Source x y size strata 

1 Cochran 1920 popu- 1930 pop- 20 
(1963) lation ulation 

2 Jessen area of area un- 20 
(1978) farm der corn 

3 Scheaffer, real es- current 20 
et al. tate val- value 
(1979) ue 2 yrs. 

ago 

4 Kish 
(1965) 

5 Fortune 

No. of renter 270 3 
housing occupied 
units per housing 
block units 

assets of sales 4802 6 
(June 1981) corporation 

TABLE 2. Estimated coverage probabilities 
of 95 percent confidence intervals based 

on Student's t distribution 

Pop. Sample Variance Estimator Used 
No. Size YG F R B BMU 

i 5 .76 .79 .75 .70 .94 

2 5 .95 .95 .97 .94 .95 

3 5 .95 .95 .95 .93 .95 
not 

4 30 .95 .95 .95 .95 
computed 

not 
5 50 .94 .94 .94 .94 

computed 
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TABLE 3. Average widths of confidence 
intervals based on the empirical distribution 

of the Studentized estimates with actual coverage 
probability .95 

Pop. Sample Variance Estimator Used 
No. Size YG F R B BMU 

1 5 

2 5 

3 5 

1396 1321 951 1014 1024 

863 886 893 893 898 

21.2 21.1 21.5 21.2 21.2 

3. THE RESULTS 
In sampling with probability proportional to 

x, the Horvitz-Thompson estimator and its vari- 
ance estimators are functions of the ratios Yi~i . 
Thus the behavior of the estimators depends on 
the distribution of these ratios. In population 
i, the distribution of yi/xi is considerably 
skewed, with skewness coefficient Y1 = 3.1, and 
not too surprisingly, we find that the coverage 
probabilities of the confidence intervals (based 
on sample size 5) are much below the nominal val- 
ues, ranging from 70 to 79% for the different 
variance estimator. In all other populations, we 
find the actual coverage to be surprisingly close 
to the nominal value, especially for the small 
samples, since the sampling design and the forms 
of the variance estimators are considerably dif- 
ferent from those assumed in the t distributio~ 
The distributions of the ratios Yi/Xi also dif- 
fer from the normal distribution in varying de- 
grees. In particular, two of the strata in the 
"Fortune 500" population have kurtosis coeffi- 
cients (¥2) in excess of I0 and the skewness 
coefficients range up to 3.1. However, the rela- 
tively large sample size has apparently helped 
bring the coverage proportions very close to the 
nominal value. 

We also note that the differences among the 
different variance estimators are, for the most 
part, neglegible. The estimator v B gives 
slightly less coverage than the rest, which is to 
be expected, since it is a shrinkage estimator. 

In the comparison of the average widths of the 
true 95% confidence intervals, the only popula- 
tion for which substantial differences are ob- 
served, is population i. For this population the 
design-based Yates-Grundy and Fuller estimators 
give considerably wider intervals than the rest, 
while the unweighted ratio estimator gives the 
narrowest. This seems to be in line with the 
empirical results in Biyani (1980b) comparing the 
mean squared errors. It was observed there that 
the so called model-independent estimators per- 
formed worse than the model-based ones whenthe 
model was seriously violated. 

Although we are not sure that these results 

can be generalized to most types of populations, 
the following conclusions are suggested by this 
study. 
i. Student's t distribution may be used to 

construct reasonable confidence intervals 
when the distribution of the ratios Yi/Xi 
departs only moderately from normal. 

2. When confidence intervals are based on t 
distribution, the choice of variance esti- 
mator is not critical in determining the actu- 
al coverage probability. 

3. If an approximation to the true distribution 
of the Studentized estimators can be obtained 
for a nonnormal population, then the average 
width of the confidence interval can be af- 
fected by the choice of variance estimator, 
and model-based estimators are likely to give 
narrower confidence intervals. 

FOOTNOTES 

i. Under a Random Permutation Model on Yi/Xi, 
with kurtosis approximately that of normal 
distribution, and within the class of all 
quadratic invariant estimators. 

2. From the list of 500 largest corporations, 
excluding those with assets over $i0 billion. 
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