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Abstract 

This paper attempts to identify those influenc- 
ing factors other than stimulus objects that have 
a significant impact on response variability when 
rating scales are employed. Partitioning redun- 
dancy in canonical analysis is introduced as a 
useful procedure to measure the impact of influ- 
encing factors on rating scale responses. Results 
from an empirical investigation show that non- 
stimulus object factors such as scale charac- 
teristics, type of measurement instrument used, 
data collection mode, and the environment in 
which data are collected account for a signifi- 
cant proportion of the explained variance in 
rating scale responses. 

Introduction 

The explained variance in responses to a rating 
scale (EV) can be accounted for only in part by 
differences in stimulus objects (SO). There are 
other factors that may influence the variability 
in responses. Conceptually, these factors can be 
categorized as scaler characteristics (SC), mea- 
surement instrument characteristics (MI), mode 
of data collection (MD), and the environment in 
which data collection takes place (EN). Symboli-- 
cally 

EV = f(SO, SC, MI, EN) 

Scaler characteristics consist of a wide 
variety of factors and influences. Many of them 
are relatively permanent and general in nature, 
such as demographic, socio-economic, or person- 
ality characteristics. Others, like mood, are 
more transitory, while still others are specific 
to the research situation (e.g., responses syn- 
dromes like haloing or yea saying). 

Three categories of factors are methodological 
in nature. Measurement instrument characteristics 
include type of question (open or closed end), 
nature of questionnaire, and so forth. Data 
collection mode refers to whether data are col- 
lected by means of telephone, mail or personal 
interviews. Environment includes physical, 
social, and temporal (time of day, etc.) influ- 
ences. 

Canonical Analysis 

Since its introduction by Hotelling (1935), 
canonical analysis has been recommended by many 
researchers as a multivariate statistical method 
for relating two or more sets of variables (An- 
derson 1958, Morrison 1967, Van De Geer 1971, 
Overall and Klett 1972). Several computational 
procedures as well as extensions of the technique 
have been suggested (Bartlett 1941, Horst 1961, 
Gower 1966, Thordike and Weiss 1973). Also, 
numerous computer software packages (Cooley and 
Lohnes 1971, Roskam 1966, Veldman 1978, Dixon and 
Brown 1979, Nie et al 1975) have been developed 

that facilitate the application of canonical ana- 
lysis to research data. 

Beyond the traditional test of statistical 
significance (Bartlett 1941) in canonical analy- 
sis, several procedures have been advanced for 
interpreting canonical relationships. Meredith 
(1964) recommended the examination of canonical 
variate-variable correlations (canonical loadings) 
to investigate the relative importance of indivi- 
dual variables for significant variates. Stewart 
and Love (1968) suggested the use of a measure of 
redundancy to explain the proportion of variance 
in a criterion variate set accounted for by 
canonical variates in a predictor set. Miller 
(1975) has derived a significance test--analogous 
to the F-test in regression analysis--to deter- 
mine the statistical significance of redundancy. 

Although the above procedures have contributed 
considerably to the interpretation of canonical 
relationships, there still exist occasions in 
which researchers need to pinpoint the specific 
contribution of individual variables and their 
statistical significance in an overall canonical 
relationship (i.e., beyond a single variate). 

Purpose 

The purpose of this paper is twofold. A first 
purpose is to introduce a procedure for parti- 
tioning redundancy in canonical analysis. A 
second purpose is to demonstrate how the relative 
importance of various factors that influence 
scale responses can be evaluated by means of the 
redundancy partitioning procedure. 

Partitioning Redundancy 

2 
Redundancy (~;v) is a non-symmetric index of 

explained varianc~Asimilar to R2 in multiple 
regression. It is frequently useful in inter- 
preting canonical relationships. R21~ summarizes Y 
the proportion of total variance in ~ criterion 
set of variables (Y) accounted for by canonical 
variates in a predictor set (X) (-Miller and Farr 
1971). Stewart and Love applied notions from 
factor analysis and used the concept of a factor 
loading to extract variance from the canonical 
structure matrix (the matrix of correlations of 
the original variables with the canonical vari- 
ates). Their index of redundancy estimates the 
proportion of variance accounted for in the cri- 
terion set of variables by a two-step calculation. 
Specifically, redundancy equals 

i. the amount of criterion set variance 
accounted for by the ith variate of that 

set [r 2 I min(p,q)] multiplied by 
i 

2. the proportion of variance that this vari- 
ate shares with the corresponding canonical 
variate of the predictor set (%i) 

summed across all canonical functions. 
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Thus, summing redundancy on corresponding cri- 
terion-predictor variates--min (p,q)--gives 

min (p,q) 

= Z [r2ci Imin(p,q)]1 
IX i=l • i 

i = 1,2 ..... min(p,q) 

where p = the number of variables in predictor 
set 

q = the number of variables in criterion 
set 

2 
r ° = the eigenvalue of the ith variate 
ci 

extracted from criterion set Y 

As the above computation formula indicates, the 
redundancy procedure permits determination of 
each variate's partial contribution to overall 
accounted-for variance : 

2 + 2 + R 2 + 
Ix = R1 yIX R2 YIX "'" i YIX "'" 

+ R 2 
min (p, q) YIX 

or 

_~ = min(p,q)z R 2 

Ix i=i • YlX 

By partitioning redundancy, the amount of variance 
in the criterion variables accounted for by each 
predictor variable can be calculated. The notion 
of partial redundancy associated with a particu- 
lar variate can be extended to include the ori- 
ginal variables which comprise that variate. 
Specifically, partitioning partial redundancies 
across the individual predictor variables can be 
done by a two-step procedure: 

I. the proportion of the squared correlations 
between the ith predictor variate and the 
jth predictor variable (aji/P ) (com- 

E a.. 

j=l jl 
puted from the canonical structure matrix) 
is multiplied by 

2. the amount of redundancy in criterion set 
accounted for by the ith predictor variate 

Thus 
a. ° 
31 

V.. -- 
J~ P 

Y. a.. 
j=l 31 

R 2 
i YIX 

or 

R P 
Z V.. 

1 YIX j=l Jl 

and 
rain (p, q) p 

= Z Z V 
R2yIx i=l j=l ji 

where 

V.. = the amount of variance in the criterion 
31 set explained by the j th variable for the 

ith predictor variate; 

a.. = the amount of variance in the ith pre- 
31 dictor variate explained by the jth pre- 

dictor variable; and 

R 2 ylv =I A the amount of variance in the criterion 
i 

set explained by the  i t h  p r e d i c t o r  v a r i -  
ate. 

Test of Significance 

Redundancy was tested for statistical signifi- 
cance through a method developed by Miller (1975). 
By means of a Monte Carlo study, Miller developed 
and validated a sampling distribution and a sigi- 
nificance test for the bimultivariate redundancy 
test statistic similar to the F-ratio in multiple 
regression. His findings suggest that a function 
of canonical redundancy is distributed as F just 
as [R2/(I- R2)][df2/dfl] in multiple regression 
follows the F distribution under the null hypo- 
thesis. The F-ratio for redundancy is 

F = ~IX (N- p - l)q 

- ~I X Pq 

where df I = pq and df 2 = (N- p - l)q 
The significance test described above was 

generalized to include so-called part redundan- 
cies. An interpretation of part redundancy 

~IX'. (j=l,2,...,p) is that it is a simple squared 

correlation between criterion set Y and the resi- 
dual predictor subset X' from which the effects 
of predictor variable x i are taken out. Indeed, 
the part redundancy is g squared correlation of 
the residuals of set Y and the subset X' after 
the effects of x~ have been taken out. The F- 

o 
ratio for part redundancy is formulated as 

~IX' (j=l, 2 ..... p) 
F 

(I - ~IX )/(N - p - l)q 

Illustration 

To demonstrate the redundancy partitioning 
procedure in the context of a canonical correla- 
tion problem, an example study drawn from Peter- 
son (1981) is used. The sample consisted of 347 
students from two undergraduate marketing classes 
at the University of Texas at Austin. Students 
were randomly assigned to one of six cells in a 
2 x 2 x 2 (stimulus object by scale polarity by 
measurement setting) experimental design. Each 
student was requested to complete a three-page 
questionnaire containing questions about retail 
store image, shopping behavior, self-perception, 
mood, and demographics. The dependent variables 
were i0 7-point rating scale questions relating 
to retail store characteristics such as prices, 
merchandise quality, sales personnel, and physi- 
cal layout of store. 

Three experimental treatments were designed to 
induce variations in stimulus object, measure- 
ment instrument, and measurement setting 
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characteristics. The respective treatments were 
store (VARI), polarity (VAR2), and the environment 
in which a questionnaire was completed (VAR3). 
Two department stores in Austin were presented as 
stimulus objects--Foley's and J. C. Penney. 
Approximately half of the study individuals an- 
swered the i0 rating-scale image questions about 
Foley's and the other half evaluated Penney's. 
Polarity of the image scales was manipulated to 
introduce the second experimental treatment. 
About half of the students were administered the 
image scales in a unipolar format while the other 
half were presented bipolar scales. 

The environment in which students answered the 
questions was also varied. Two-thirds of the 
respondents completed the scales in a classroom 
setting while the remaining third completed their 
questionnaires outside the classroom and returned 
them at their convenience. 

Results 

As can be seen in Table i, approximately 17 per-- 
cent of the variance in rating scale responses 
was accounted for by the 7 predictor variables. 
The contribution of non-stimulus object variables 
was relatively large; nearly one third of the 
relative variance was explained by non-stimulus 
object factors. The major influencing factors 
in this group were subject characteristics. Shop- 
ping frequency was the most important such factor 
and accounted for approximately 8 percent of the 
relative variance explained. General interest in 
department store and sex also accounted for sta- 
tistically significant proportions of the 
explained variance. Environment, polarity and 
mood had no significant impact on response vari- 
ation. 

Conclusions 

Although the influence of non-stimulus object 
factors on rating scale responses was not large 
in absolute magnitude, they were sufficiently 

strong to provide clear evidence that non-stimu- 
lus object factors may confound or even distort 
research findings derived from rating scale 
responses. To isolate the impact of potentially 
confounding influences in multivariate analyses, 
redundancy partitioning is a techinque that can 
highlight these influences. 

Future research is needed to come up with a 
more comprehensive conceptual framework that 
takes into account other potentially confounding 
influences on scale responses and on other 
aspects of self-report data. Ultimately some 
typology of influencing factors needs to be con- 
structed so that rating scale data can be better 
evaluated with regard to the manner in which they 
are collected. 
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