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I. INTRODUCTION. This paper presents results 
of an evaluation study on models for estimation of 
coefficient of variation (C.V.) of estimates of 
characteristics based on the Canadian Labour Force 
Survey (LFS). The LFS is a monthly household sur- 
vey with a stratified multi-stage area sample de- 
sign with a sample size of approximately 55,000 
households. 

Each month estimates of C.V. are calculated for 
a set of characteristics using Keyfitz method of 
variance estimation based on Taylor series appro- 
ximation [4], [5]. However, computation of appro- 
priate variance estimates for all estimates tabu- 
lated from a large scale survey such as the LFS is 
not possible due to operational constraints of ti- 
me and costs. The model-based estimates of C.V. 
can be used to obtain preliminary estimates of re- 
liability for new characteristics based on the 
past data, and when estimates of C.V. for an ex- 
tended period (e.g. one year) are needed. The mo- 
dels can also be used "for obtaining concise esti- 
mates of reliability, e.g. alphabetic indicators 
for ranges of C.V. 

In section 2 the linear and non-linear models 
used for estimation of totals and proportions are 
explained. Sections 3 and 4 review considerations 
made in forming groups, fitting models and evalua- 
tion of goodness of fits. 

2. THE MODELS. The LFS is a monthly household 
survey in which dwelling is the final stage sam- 
pling unit. Each of the ten provinces in Canada 
are divided into economic regions which ~onsist 
of groups of counties with similar economic struc- 
ture. The economic regions are divided into geo- 
graphic strata and multi-stage area samples are 
drawn without replacement with two stages in 
self-representing strata in the large urban cen- 
tres and three or four stages in the non-self re- 
presenting strata in rural areas. The sample se- 
lection in the initial stages is with probability 
proportional to population size and that in the 
last stage, in which dwell ings are selected from 
clusters, being systematic~ 

The design-based estimates within strata are 
obtained by weighting the data by inverse of pro- 
babilities of selection. An adjustment of the 
basic weight for non-response and ratio estimation 
within age-sex groups, which are post-strata, is 
used to obtain final estimates. The census-based 
population projections for age-sex groups within 
each province are used as auxiliary variable to- 
tals for ratio estimation. More details on the 
sample design and estimation are given in [5]. 

The variance estimates of various characteris- 
tics at the province level are obtained by Taylor 
series approximation assuming that the primary 
sampling units (psus) within non-self representing 
strata are selected independently. In self-repre- 
senting strata the sampled clusters are divided 
into two groups, which are treated as pseudo~psus 
and are assumed to have been selected independent- 
ly. The variance estimate for an estimated cha- 
racteristic total at Canada level is the sum of 
corresponding provincial variance estimates [5]. 
The variance of an estimate X of a characteristic 
total X in a province can also be expressed as 

_ X 
V(X) = F (W-l) X (1 F ) '  (1) 

where P = p o p u l a t i o n  f o r  the p r o v i n c e ,  
W = inverse  sampl ing r a t i o ,  
F = des ign  e f f e c t  f o r  the c h a r a c t e r i s t i c ,  

and 
n = sample s i ze  (pe rsons ) .  

The expression (l) for V(X) relates the variance 
obtained for the complex ratio estimate based on 
a stratified multistage sample design to the va- 
riance of the estimate based on a simple random 
sample of the same size drawn from the finite po- 
pulation of size P. The sampling variance of an 
estimate of total based on a simple random sample 
of size n (= P) is the usual binomial variance 
with finite population correction. The term, F, 
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the design effect, represents a factor by which 
variance is increased due to the effect of such 
factors as sampling procedure at each stage, the 
extent of stratification and post-stratification, 
size of units at various stages and clustering 
of counts of the characteristic in the province. 
It may be noted that stratification and post-stra- 
tification usually reduce the variance and cluste- 
ring increases variance of an estimate. 

In general, design effects tend to be greater 
than one due to clustered sample design of the 
LFS. The labour force status categories such as 
"employed", "unemployed" by age-sex groups tend to 
have lower design effects due to post-stratifica- 
tion by age-sex which decreases their variance. 
Those for labour force status by particular indus- 
try tend to be large due to their location in spe- 
cific areas. Design effects are known to be rela- 
ted to measures of homogeneity and average size 
of clusters. Models expressing their relationship 
have been developed for many surveys. In a study 
on components of variance in the LFS the design 
effects and measures of homogeneity have been ana- 
lyzed for a number of characteristics [2]. 

A measure of precision of estimates which is 
independent of the level of the estimate and the 
scale is coefficient of variation. The CV (X) is 
g iven by 

' 
cv (~) - (w-l) ( ~ -  V )" (2) 

By taking logarithms to base e on both sides of 
(2) we have an equation relating CV, X and P given 
by 

^ X 
log CV (X) = ½log F(W-]) - ½log X + ½log ( ] -  F ~3) 

Because of the third term on the right, the 
equation (3) is not linear in log CV and log X, 
even if F(W-I) is assumed constant. However, for 
small values of X the contribution of the third 
term is negligible. A model based on (3) is given 
by 

log CV (X) = A + B log X ÷ E, (4) 

where A and B are parameters  o f  the model and E is 
the e r r o r  term. The e s t i m a t e  o f  parameter  B w i l l  
differ from - ½ (!~;-:end:,ng on the extent to which 
B log X approximates l__ iog [ X/ (l - X ) ] over the 

z., p 

range of X. In an e~aluation of fits of (4) and of 
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an alternative model (5) given by 

log CV(X) = A + B log X + ~, (5) 
(1 _ x )  

P 
the ~oodness of f i t  f o r  the two models as shown 
by R L, the r a t i o  of  regress ion  sum of  squares 
to iota l sum oF s,~u~ res, was found to be qu ite 
close Th(, model (4) is linear in log X and log 
CV and is simpler than model (5). 

A non linear model corresponding to (4) is given 
by 

CV (X) = A I X B' + E, (6) 

where A' and B' are parameters of the model and 
is the error term. The two models (4) and (6) were 
fitted to data on monthly estimates and their CVs 
for 90 characteristics in each of lO provinces and 
Canada. 

3. GROUPING OF CHARACTERISTICS. The monthly 
design effects of LFS estimates for January - 
December 1980 for each of 90 characteristics ex- 
cluding total population for each province and 
Canada were averageJ and plotted to decide the 
ranges for the two groups. In each province the 
first group consists of characteristics with des- 
ign effects less than or equal to a particular 
value D and the second group consists of characte- 
ristics with design effects greater than D. 

Table l shows the boundary values D for group I 
and I I in each province and at Canada level, and 
the number of characteristics in group I I. The 
grouping of characteristics was done by arranging 
characteristics in increasing order of average des- 
ign effects. The boundary value D was selected 
so that the assumption of equal design effects was 
satisfied as far as possible in group I. The 
second group consists of all remaining characteris- 
tics where the assumption of equal design effects 
is more crude. Most characteristics pertaining to 
labour force status by age-sex groups fall in group 
1. "Employed by industry" and "duration of un- 
employment" mostly fall in group I I. The average 
design effects differ substantially between prov- 
inces and for Canada. More refined grouping of 
characteristics on the basis of models for design 
effects is being investigated. 

It may be noted that about 80% of the characte- 
ristics in each province and for Canada, have been 
classified in group I. For obtaining a conservative 
estimate of CV for a new characteristic model--; 
based on group If can be used. For a characteristic 
for which monthly estimates of CV are routinely 
produced the models for the group in which the cha- 
racteristic falls,can be used to obtain an approx- 
in,ate estimate of CV with a greater precision than 
that based on monthly data. 

In the following section the assumptions made in 
fitting the models (4) and (6) are explained and 
model fits are evaluated. 

4. EVALUATION OF MODELS. The basis of fitting 
the log-linear-model (4) is to treat the model as 
a simple linear regression model in y = log CV (X) 
and x = log X and to obtain estimates of parameters 
A and B in the linear regression framework. The 
usual assumptions of indepe~:der~ce of errors ~::nd 
constant variance have been made. Under these 
assumptions R 2 provides a measure of fit of the 
model. The values of the estimated parameters and 
coefficients of determination, R 2, for group I and 
II in lO provinces and Canada are given in Table 2. 

The actual fitting of these models was done by 
using SAS utility. 

All R2 values are significant and quite high 
indicating that the fits are very good. The error 
plots do not show any patterns to conclude that 
the assumption of constant variance is not sat- 
isfied. Under these assumptions and normality 
of errors CV (X) has log-normal distribution with 
constant CV for any value of X. 

The non-linear model (6) was fitted by Gauss- 
Newton method using SAS utility. The initial 
values of parameters A' and B' were assumed to be 
l.O0 and -0.50 respectively. The number of iter- 
ations required to reach convergence was at most 8 
for each province and Canada, the convergence 
criterion being that the relative difference 
between successive error sum of squares is less 
than lO -8. Table 3 shows values of estimated 
parameters and error sum of squares for Canada 
Group If. The errors are approximately normally 
distributed as shown by normal probability plots. 

Since it is of interest to compare the fits of 
the non-linear model for provinces, Canada and the 
two groups it is necessary to have a criLerion of 
goodness of fit. In the non-I inear model the total 
sum of squares is not equal to the total of regre- 
ssion and error sums of squares. A criterion R '2 
can be defined as 

N 

Z(yi _ y.)2 
l 

R '2 = l - i=l 
N 

Y'(Yi - ~ )2 
i=l 

where Y.'s nre estimated CVs b,~sed on the model,Yi's 
are observed CVs and Y their mean. The summation 
extends over N, the number of characteristics in the 
group multiplied 2 by=12, the number of months. In 
the linear case R R '2 . However, in the non- 
linear case R2 ~ R '2 since the total sum of squares 
is not equal to regression sum of squares plus error 
stJm of squares due to product term not being zero. 

The errors (Yi - C(1) will be small when the fit 
is good giving a value of R '2 close to l, the errors 

(Yi - Cf i) will be large when the fit is poor giving 
a small value of R '2. When all points lie on the 
fitted curve i.e.Y. = Y. for all i, R '2 = I. 
However, in general i l no lower bound to R'2 seems to 
exist. The values of R '2 shown in Table 4 tend to 
be greater for group I as compared to group I I, which 
has 13 to 21 characteristics out of the total of 90. 

Although the log-linear model (4) was fitted to 
data on logarithms of estimates and their CVs and 
its fit seems to be good, the fitted models for 
provinces and Canada are used for estimation of CV 
of estimates. In order to compare the fit of the 
transformed model to original data of estimates and 
their CVs these data and the transformed model 
corresponding to (4) were plotted for the two groups 
in lO provinces and Canada. From these charts it 
can be concluded that the transformed model corres- 
ponding to (4) fits the data of estimates and their 
CVs better than the non-linear model (5), especially 
for small values of estimates. The plots of these 
models for Canada goup If are shown on Chart l and 
2. 

5. CONCLUDING REMARKS. The characteristics 
considered are total persons with labour force 
status by age-sex, industry, marital status and 
total persons with various ranges of duration of 
unemployment. However, the models can also be used 
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for proportions instead of totals. The models are 
not applicable to estimates for subprovincial areas 
such as urban centres or groups of economic regions, 
since design effects for these areas are more un- 
stable and can be much higher due to the effect 
of ratio-adjustment based on projected population 
at province level [l]. 

An assumption made in the use of models for a 
new characteristic is that its design effect is 
close to the average for the group. This requires 
finer grouping of characteristics of various types, 
possibly on the basis of models relating design 
effects with measures of homogeneity for these 
characteri st ics. 

A problem in evaluation of fit of non-linear 
models, whether actually fitted to data or trans- 
formed from linear models, is that there is no 
criterion available for comparison of fits of 
different models. The criterion suggested in 
section 4 may be appropriate for comparison of fits 
of a model to different data sets, but may not work 
for different models. 
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TABLE 1 

DESIGN EFFECT BOUNDARY VALUES AND 

NUMBERS OF CHARACTERISTICS IN GROUPS I AND II * 

Boundary Number of 
Province Value (D) characteristics 

Group I Group I! " 

Newfoundland 2.3 75 15 

P.E.I. 1.9 73 17 

Nova Scotia 1.9 74 16 

New Brunswick 2.2 77 13 

Quebec i. 9 7 3 17 

Ontario 1.7 69 21 

Manitoba 2.0 76 14 

Saskatchewan 2.8 76 14 

Alberta 2.1 71 19 

British Columbia 2.3 73 17 

Canada i. 9 77 13 

A characteristic belongs to Group I if its 
design effect (averaged over the 12-month 
period from January to December 1980) is less 
than or equal to the boundary value D. If the 
average design effect is greater than D, then 

the characteristic is in Group II. 

TABLE 2 
2 

REGRESSION COEFFICIENTS AND R 

FOR LOG-LINEAR MODEL 

Province 

Regression Coefficient 
2 

Group A B R 

Newfoundland 

P.E.I. 

Nova Scotia 

New Brunswick 

Quebec 

Ontario 

Manitoba 

Saskatchewan 

Alberta 

B.C. 

Canada 

I 3. 3119 -0. 5723 0. 9534 
II 3. 7757 -0. 6101 0. 9377 

I 2. 7962 -0. 5617 0. 9485 
II 3. 1796 -0. 5885 0. 8887 

I 3. 4612 -0. 5837 0. 9702 
II 3. 6412 -0. 5257 0. 8717 

I 3. 2782 -0. 5545 0. 9606 
II 3. 7544 -0. 6017 0. 9357 

I 4. 3298 -0. 5942 0. 9686 
II 4. 3093 -0. 5216 0. 9127 

I 4.3825 -0.6053 0.9736 
II 4. 1796 -0. 5009 0. 9633 

I 3. 5155 -0. 5926 0. 9619 
II 3. 8769 -0. 5640 0. 9199 

I 3.3796 -0.5700 0.9544 
II 3.5478 -0.4423 0.8994 

I 3.6960 -0.5968 0.9678 
II 3.7526 -0.5090 0.9513 

I 3. 9847 -0. 5750 0. 9621 
II 3. 9814 -0. 4708 0. 8410 

I 4. 3458 -0. 5936 0. 9703 
II 4. 2357 -0. 5191 0. 9699 
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TABLE 3 TABLE 4 

NON-LINEAR LEAST SOUARE: GAUSS-NEUTrON METHOD 

CANADA (GROUP II) 

Iteration A' B' Residual S.S. 

0 1.00000000 -0.50000000 3401.93232121 

1 15.22076853 -0. 23647629 461. 76322678 

2 26. 47981387 -0. 36743343 322. 67707190 

3 51. 94184546 -0. 51147529 248. 68405130 

4 57. 29455529 -0. 47434886 99. 32440727 

5 58. 32558100 -0. 48419609 96. 57832290 

6 58. 28627964 -0. 48409502 96. 57810754 

7 58. 28746710 -0. 48409960 96. 57810746 

P rovin ce 

'2 
R FOR GROUP I AND II 

'2 
* R = l- 

Group N 
Error SS 

Total SS 

Newfoundland I 866 0.9392 

II 180 0.8835 

P.E.I. I 827 0.8925 
II 204 0.7258 

Nova Scotia I 872 0.9790 

II 192 0.7813 

New Brunswick I 908 0.9990 
II 156 0.8639 

Quebec I 859 0.9800 
II 204 0.7804 

Ontario I 823 0.9632 
II 252 0.9208 

Manitoba I 895 0.9691 
II 168 0.813/ 

Saskatchewan I 896 0.9436 
II 168 0.8196 

Alberta I 845 0.9701 
II 228 0.8852 

B.C. I 868 0.9319 

II 204 0.7786 

Canada I 923 0.9665 
II 156 0.9286 

N for group I can be less than 12 (no. of 

characteristics) due to exclusion of charac- 

teristics with zero estimates. 
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