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ABSTRACT 
Given a data base and a system of i n te r -  

var iab le const ra in ts  that  acceptable data 
records are required to s a t i s f y ,  i t  is of 
i n te res t  to determine the spec i f i c  combination 
of  incor rec t  components in each f a i l i n g  record. 
The determination of the components is er ror  
l o c a l i z a t i o n  and i t  is shown that  in theory the 
s t a t i s t i c a l l y  optimal means of er ror  l oca l i za -  
t ion  is maximal poster io r  p r o b a b i l i t y  error  
locat ion (MPPEL). Propert ies of MPPEL are 
stated, and connections to minimal f i e lds  to 
impute (MFI), minimal weighted f i e lds  to impute 
(MWFI), and maximal p r io r  p robab i l i t y  error  
l o c a l i z a t i o n  are made. Simulation resul ts  are 
presented. The ten ta t i ve  conclusion is 
suggested that  for  pract ica l  app l i ca t ion ,  MPPEL 
is not s i g n i f i c a n t l y  superior to MFI. 

1. In t roduct ion 
Error l o c a l i z a t i o n  is the process of 

i n f e r r i n g  which components of a mu l t i va r i a te  
datum record are responsible for  the record's 
f a i l i n g  a given system of const ra in ts .  
Constraints may be speci f ied in many ways. A 
system of l i near  const ra in ts  is one such, and 
could be wr i t t en  for  data records x and 
cons t ra in t  matr ix M as 
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2. MPPEL 
S t a t i s t i c a l  er ror  l oca l i za t i on  requires a 

data model, that  is ,  the modell ing of the 
observed datum record as the true value plus an 
error  term: 

y : x + c (g) 

Given th is  model of the data process, er ror  
l o c a l i z a t i o n  could be implemented by spec i f i ca -  
t i on  as wrong, a set of components which has 
maximal poster io r  p robab i l i t y  of er ror  (MPPEL). 

= ~ o) be an unac- Formally,  le t  yO (Y . . . . .  Yn 
ceptable datum record, S the co l l ec t i on  of a l l  
2 n subsets of { I  . . . . .  n}. Then MPPEL can be 
spec i f ied as 

maximiZes c S ~'w(sp(,x~°~°) (10) 

Mx < b (1) 
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(This paper w i l l  deal exc lus ive ly  with d iscre te  
data so the addi t ional  const ra in t  "x i integer"  
must be appended. However, many of the resul ts  
of  t h i s  paper have s t ra igh t - fo rward  extensions 
to the continuous case.) General ly, the v io la -  
t i on  of const ra in ts  does not unambiguously spe- 
c i f y  which of the components is (are) wrong. 
For example, given two const ra in ts  cl and c 2 

c I-  x I + x 2 + x 3 <_ 2 (3) 

c 2- x 2 + 2x 4 <__ 3 (4) 

and the datum record yO = ( I ,  2, O, I ) ,  the 
record f a i l s  both const ra in ts ,  but i t  is unclear 
which components are wrong. 

A p laus ib le  heu r i s t i c  for  er ror  l oca l i za t i on  
is  to speci fy as wrong, the set of components 
with smallest c a r d i n a l i t y ,  such that  changes in 
exact ly  those components w i l l  render the record 
acceptable. This is cal led the minimum f i e l d s  
to impute (MFI) er ror  l o c a l i z a t i o n .  Again, with 
the const ra in ts  and datum record of the previous 
example, a change of y~ from 2 to O, renders 
the record acceptable and is the only s ingle 
component change that  w i l l  do so. 

A genera l izat ion of the MFI er ror  l oca l i za -  
t i on  is the minimum weighted f i e l d s  to impute 
(MWFI) er ror  l oca l i za t i on :  given constants 
c i (usual ly  non-negative) and an unacceptable 
record yO, f ind the index set s to minimize 

with w(s, yO) defined as 

w(s,y O) = { x l x acceptable and 

xi = yO for  i t s  

xi ~ yO for  i t s } .  (11) 

In theory,  MPPEL is the optimal er ror  l oca l i za -  
t ion  procedure in the sense spec i f ied by thorem 
I .  
Theorem I .  For the i th observat ion, l e t  yO be 
an unacceptable record, t ( y  ° ,  i )  the true 
er ro r  l o c a l i z a t i o n ,  and L the fami ly of er ror  
l o c a l i z a t i o n  procedures. Let S be the co l lec -  
t ion  of a l l  2 n subsets of { I  . . . . .  n} and s and 
t ,  elements of S. Let ~(s, t )  = I i f  only i f  
s = t .  Then the expectat ion 

E {6[~(yO),  t ( y  ° ,  i ) ] }  (12) 
L c L  

is maximized by MPPEL. 
Proof. The proof is almost a tautology and 
proceeds in two steps. 
Step I .  MPPEL dominates any constant 
local i za t i on .  
Step 2. Any l oca l i za t i on  is a (s tochast ic )  
convex combination of constant l o c a l i z a t i o n s .  

Theorem I states that  MPPEL is the optimal 
l o c a l i z a t i o n  procedure, but gives no ind ica t ion  
of how s i g n i f i c a n t l y  i t  dominates other 
procedures, what i t s  performance i s ,  and how i t s  
performance is a funct ion of the data model, and 
more des i rab ly ,  how i t s  performance is a func- 
t ion  of observables of the data process. L i t t l e  
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is known about these issues, though a few 
i ns i gh t s  seem to be supported by l im i t ed  
s imu l t i on  resu l t s  and t heo re t i ca l  i n v e s t i g a t i o n .  

For f u r t h e r  development i t  is useful to 
assume independence of er rors  in components, 
tha t  i s 

P {~i = 0 1 ~  j ¢ O} ~ p {~i  ¢ O} = 

Pi f o r  i ¢ j (13) 

I f  the add i t iona l  assumption is made tha t  a l l  
the p r i o r  p r o b a b i l i t i e s  Pi are equal and have 
value p, then fo r  a given data set and erroneous 
datum record yO, the p r o b a b i l i t y  of MPPEL 
c o r r e c t l y  l o c a l i z i n g  the e r ro r  becomes so le ly  a 
func t ion  of p. The conjecture is tha t  the func- 
t i on  is ( e s s e n t i a l l y )  convex wi th  local maxima 
at p = 0 and p = I .  Another con jecture  is tha t  
MPPEL de te r io ra tes  as the number of components 
i ncreases. 

Any attempt to evaluate MPPEL seems to 
requ i re  Bayes' theorum 

p(xl yO) = p(yC~ x) p(x) (14) 

p(yO) 

Hence, for  a given f a i l i n g  record yO, an equiva- 
len t  fo rmula t ion  of MPPEL is 

maximize L P(Yq x)p(x)  
s ~ S w(s, yO ) (15) 

Without loss of g e n e r a l i t y ,  i t  can be assumed 
tha t  the data space A is a hypercube, tha t  is A 
is  a car tes ian product:  

A = A i x . . .  x A n (16) 

I f  in add i t i on ,  i t  is assumed tha t  ~i has uni-  
form d i s t r i b u t i o n  over i t s  possib le values, then 
MPPEL can be evaluated up to a constant .  

Set s(y ,  x) = { i :  x i ~ Yi } .  Then 

Pi (Z-Pi)  
p(y° Ix ) = 11 II 

s(y° 'x)  (I Ail - I )  - s(y°,x) (17) 

where IA!I is the c a r d i n a l i t y  of the a l lowable 
en t r i es  in the i th component. 
Let l w ( s ,  yO)l = L p (x ) .  [ I f  a l l  the p robab i l -  
i t i e s  p (x) are equal, then l w(s, y°)l is  j u s t  
the c a r d i n a l i t y  of w(s, yO) . ]  Then, wi th the 
assumptions (13) of independence of er rors  in 
components and uniform d i s t r i b u t i o n  of component 
e r r o r s ,  MPPEL can be w r i t t e n  as (18) 

maximize ~ p ( x l y O  ) = maximize k x 
s e S w(s,y O) s e S 

l w(s,yO) I ~ pi R ( l - p i )  (18) 
S NS 

,I Ail -I) 
s 

3. Maximal P r io r  P r o b a b i l i t y  Error  Loca l i za t i on  
Given only the assumption 

P(ei ¢01 ej  ¢ O) = P(ei ~ O) = Pi ,  the p r i o r  
p r o b a b i l i t y  that  exac t ly  the components indexed 
by the set s are in e r ro r  is given by 

Js : ~ Pi ~-[ ( l - P i )  (19) 
S "~S 

whenever s is a feas ib le  l o c a l i z a t i o n ,  and zero 
otherwise.  This can be rewr i t t en  as 

n 
Js = I[ ( l -P i )  II p i / I I  ( l -P i )  (20) 

i=1 s s 

The negative log t ransform y ie lds  a constant 
plus 

log ( l - p i )  - >~ log Pi (21) 
S S 

Set c i = log (1 - Pi) - log Pi.  I t  fo l lows  that  
maximizat ion of Js, s~S is equ iva lent  to minimiza- 
t i on  of 

> c i 6 ( ~ i ) ,  s~S 
S 

Thus wi th  appropr ia te  choice of c o e f f i c i e n t s ,  
MWFI e r ro r  l o c a l i z a t i o n  can be i n te rp re ted  to be 
maximal p r i o r  p r o b a b i l i t y  e r ro r  l o c a l i z a t i o n .  
Moreover ,o i t  fo l lows immediately that  i f  

I w(s,y )f 
H(I Ail-I) 
S 

is constant for feasible local izat ions {s } ,  then 
maximal pr ior probabi l i ty  error local izat ion is 
MPPEL. Simi lar ly ,  i f  for any index sets t and s 
related by { t }  = {s,  k} - that is,  t has one 
more index than s - i t  holds that 

I w(s ,y)l ( l -Pk)  
(I A k l - I )  > I (22) 

I w (t,y)l Pk 

whenever s is a feas ib le  e r ro r  l o c a l i z a t i o n ,  
then MPPEL w i l l  be a MFI e r ro r  l o c a l i z a t i o n .  

4. Evaluat ion 
I t  must conceded at the outset  tha t  MPPEL has 

proven to be d i f f i c u l t  both to analyze t h e o r e t i -  
c a l l y  and to evaluate by s imula t ion (a good 
experimental design is l ack ing . )  Nonetheless, a 
l i m i t e d  attempt has been i n i t i a t e d .  

To gain computational experience wi th the 
performance of MPPEL, i t  was appl ied to two 
r e l a t i v e l y  small s imulted examples. In the 
f o l l o w i n g ,  d i r e c t  performance comparison to 
minimal f i e l d s  to impute (MFI) is provided. 

The f i r s t  s imulated example is a 6 component 
example with the fo l l ow ing  possib le var iab le  
e n t r i e s :  

A 1 = {0 ,1 }  A 4 = { 0 , 1 , 2 , 3 }  

A 2 = {0 ,1 ,2 }  A 5 = {0 ,1 ,2 }  

A 3 = {0 ,1}  A 6 = { 0 , I , 2 , 3 }  

(22) 
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The locus of po in ts  not acceptable is def ined by 
the e x p l i c i t  ed i t s  

e I = A I x { 0 , I }  x {0} x A 4 x { 0 , I }  x A 6 

e 2 = {1} x A 2 x { I }  x {0 ,1}  x A 5 x {2 ,3}  (23) 

e 3 = {0} x {1 ,2 }  x A 3 x {1 ,2 ,3 }  x A 5 x A 6 

e 4 = A I x {0 ,2 }  x A 3 x A 4 x A 5 x tO , I }  

e 5 = {1} x A 2 x A 3 x {0} x {1 ,2}  x A 6 

These ed i t s  imply 422 of the 576 points  in 
A lxA2x . . . xA  6 are unacceptable.  

The second simulated example is a 4 component 
example wi th  the f o l l ow ing  poss ib le  va r iab le  
e n t r i e s :  

A I = {0 ,1 ,2  . . . . .  27,28} A 3 = {0 ,1}  (24) 

A 2 = {0 ,1 ,2 }  A 4 = { 0 , 1 , 2 , 3 , 4 , 5 }  

This s t r uc tu re  was chosen to compare wi th (22) 
to  examine the e f f e c t  of having one component 
(here AI) wi th much l a rge r  card ina l  i t y  than the 
o ther  components. The e x p l i c i t  ed i t s  in t h i s  
case were 

e I = {1 ,2 ,3  . . . . .  28} x {0} x A 3 x {0 ,1 ,2 }  

e 2 = {16,17 . . . . .  28} x A 2 x {1} x A 4 

e 3 = {0 ,1 ,2  . . . . .  I0} x {0} x A 3 x A 4 (25) 

e 4 = {1 ,2 ,3  . . . . .  28} x {1 ,2}  x A 3 x {0} 

e 5 = A I x A 2 x {0} x { 3 ,4 ,5 }  

The ed i t s  imply 749 of the 1044 points  in 
AlxA2xA3xA 4 are unacceptable.  The ed i ts  were 
s t ruc tu red  so tha t  the p ropor t ion  749/1044 would 
be about the same as the p ropor t i on  422/576 in 
the example of (22) and (23).  

The s imu la t ion  process in a given case produ- 
ces I0,000 unacceptable records by the f o l l ow ing  
means : 

1. Generate a record w i t h i n  the given accep- 
tance region employing a uniform d i s t r i -  
but ion over t h i s  region.  

2. Perturb the above record wi th er rors  
generated wi th  spec i f i ed  p r i o r  p r o b a b i l i -  
t i e s  fo r  each f i e l d ,  independent ly  
between components and un i fo rmly  w i t h i n  
components. 

3. Does the perturbed record f a i l  one or 
more e x p l i c i t  ed i ts?  I f  so, proceed. I f  
not ,  go to step I .  

4. Loca l ize e r ro r  according to MWFI and 
MPPEL. 

In the cases repor ted,  spec i f i ed  p r i o r  proba- 
b i l i t i e s  of e r ro r  fo r  i n d i v i d u a l  components were 
a l l  equal.  For each example, the p r o b a b i l i t i e s  
were var ied over the values .05, . I 0 ,  .20, .40, 

.60, .80, .90, .95. When the p r i o r  p r o b a b i l i t y  
of e r ro r  is high ( "h igh"  depends on the 
dimension,  but genera l l y  .60 or more) i t  is 
i n d i c a t i v e  of the actual p ropor t ion  of e r ro r  
in t roduced in most components of  the I0,000 
records.  When i t  is low, however, the actual  
p ropor t i on  of e r ro r  in most components w i l l  be 
g rea te r  than t h i s  p r o b a b i l i t y  (because at leas t  
one e r ro r  must be in t roduced to each record to 
put i t  outs ide the given acceptance reg ion ) .  

5. S imula t ion  Results 
The s imu la t ion  resu l t s  fo r  Examples 1 and 2 

are given in Tables I and 2, r e s p e c t i v e l y .  
Method I is the MFI method (wi th  equal 
c i c o e f f i c i e n t s )  and method 2 is the MPPEL. The 
summary s t a t i s t i c s  in these tab les  have the 
fo l  lowi ng d e f i n i t i o n s  : 

True p ropor t i on  of e r ro r :  The p ropor t i on  of  
the va r iab les  in the 10,000 records tha t  were 
a c t u a l l y  in e r r o r .  This s t a t i s t i c  is c l e a r l y  
re la ted  to performance, and i t  may be qu i te  
d i f f e r e n t  from the p r i o r  p r o b a b i l i t y  of e r ro r  
in each component. 

Success index:  The p ropor t ion  of components 
c o r r e c t l y  dea l t  wi th  over a l l  so lu t i ons  (both 
methods of l o c a l i z a t i o n  can produce m u l t i p l e  
so lu t i ons  fo r  a given record) .  Components 
suggested to be in e r ro r  tha t  were, or com- 
ponents suggested not to be in e r ro r  tha t  
were not are " c o r r e c t l y  dea l t  w i t h " .  

Ma tches /so lu t i on :  The average number of 
exact matches of l o c a l i z e d  components to com- 
ponents a c t u a l l y  in e r ro r  per s o l u t i o n  over 
the I0,000 records s imulated.  (For example, 
i f  three a l t e r n a t e  so lu t i ons  are suggested by 
e r ro r  l o c a l i z a t i o n  and one is the t rue  e r ro r  
pa t t e rn ,  then one exact match is added to 
exact matches and three so lu t i ons  to 
s o l u t i o n s . )  

The l a t e r  two s t a t i s t i c s  are measures of 
performance, whi le  the f i r s t  . s t a t i s t i c  
es tab l i shes  a p o t e n t i a l  f o r  performance. 

Table I .  Simulat ion Results for  Example 1 

Summary Method P robab i l i t y  of Error Each Component = p 
S t a t i s t i c s  .05 .10 .20 .40 .60 .80 .90 .95 

True Prop. .198 .230 .295 .448 .617 .799 .899 .948 
Error 

Success 1 .798 .771 .712 .588 .462 .334 .267 .237 
Index 2 .788 .761 .706 .586 .512 .496 .493 .494 

Matches/ 1 .358 .296 .193 .066 .014 .001 .000 .000 
Solut ion 2 .385 .315 .211 .074 .022 .006 .001 .000 

TaLle 2. Simulat ion Results fo," Example ? 

Summary Method P robab i l i t y  of Error Each Component = p 
S t a t i s t i c s  .05 . I0  .20 .40 .60 .80 .90 .95 

True Prop. .385 .412 .465 .583 .709 .838 .908 .941 
Error 

Success i .786 .759 .701 .593 .489 .397 .353 .332 
Index 2 .570 .566 .556 .529 .529 .595 .659 .683 

Matches/ I .333 .292 .222 .117 .050 .013 .004 .002 
Solut ion 2 .110 .105 .095 .072 .073 .080 .087 .089 



Let us f i r s t  examine the resul ts  purely in 
terms of MPPEL, i . e .  method 2. I t  is 
i n te res t i ng  to note that  t h i s  method's per for -  
mance varies great ly  with the general er ror  
level in Example 1, but is r e l a t i v e l y  constant 
in Example 2. Example 2 may be pathological  in 
that  even when p is as low as .05, more than 80% 
of the simulated records have an er ror  in com- 
ponent I ,  the component wi th r e l a t i v e l y  large 
cardinal i t y .  

Is performance of MPPEL a convex funct ion of 
p as conjectured? In Example I ,  degraded per- 
formance as p increases is reversed only between 
.90 and .95 in the success index, and is not 
reversed in the matches/solut ion.  In Example 2, 
degraded performance is reversed between .40 and 
.60 in both measures of performance. Thus, per- 
formance is suggested to be a convex funct ion of 
p, but the spec i f i c  funct ional  form seems to 
depend s i g n i f i c a n t l y  on the problem 
c h a r a c t e r i s t i c s .  

What is the e f fec t  of the number of com- 
ponents, which was 6 in Example i and 4 in 
Example 2? One must take care to compare at 
points where the general er ror  level in the 
s imulat ion was s i m i l a r ,  i . e .  " t rue proport ion of 
er ror "  was s im i l a r .  This means levels of .385 
or more, since .385 was the minimum observed in 
Example 2. At the lower ava i lab le  leve ls ,  one 
sees l i t t l e  d i f fe rence.  At levels of .8 and 
more, performance is bet ter  in Example 2 wi th 
fewer components. 

How does the performance of method I ,  i . e .  
MFI, compare to method 2, i . e .  MPPEL? Both per- 
formance s t a t i s t i c s  t e l l  about the same story 
here. In Example I ,  MPPEL appears s i g n i f i c a n t l y  
be t te r  fo r  p > .5, but the two methods look 
s im i l a r  for  p < .5. In Example 2, MPPEL appears 
s i g n i f i c a n t l y  bet ter  fo r  p > .5, but s i g n i f i -  
cant ly  worse for  p < .5. Overal l ,  since the 
r e a l i s t i c  range of p values in a real problem is 

surely p < .5, the s imulat ion resul ts  seem to 
m 

suggest that MFI does not appear to perform 
s i g n i f i c a n t l y  worse than MPPEL and should 
receive serious considerat ion as a means of 
e r ro r  l o c a l i z a t i o n .  

In examining ind iv idua l  records in some of 
the s imulat ions,  i t  was noted that  MPPEL often 
loca l ized er ror  to one component whereas there 
were f requent ly  two or more components in er ror .  
This pattern is one that  might be expeted i f  the 
p r i o r  p r o b a b i l i t i e s  Pi are general ly lower than 
the true p r o b a b i l i t i e s  of er ror .  In e f f e c t ,  
that  is what happens. Records outside the given 
acceptance region contain more er ror  than is 
implied by the p level in Tables I and 2, at 
least  for  the lower p leve ls .  Mul t ip le  errors 
also occur more f requent ly  than the low p levels 
might suggest. 

Conclusions. With appropr iate assumptions MPPEL 
is equivalent to maximal p r io r  p robab i l i t y  error  
l o c a l i z a t i o n ,  and with s l i g h t l y  weaker assump- 
t i ons ,  equivalent to MFI. In theory,  MPPEL is 
s t a t i s t i c a l l y  the optimal er ror  l o ca l i za t i on  
procedure, but the examples simulated suggest 
that  for  pract ica l  problems, MPPEL does not per- 
form s i g n i f i c a n t l y  bet ter  than MFI. A good 
experimental design is required but not 
present ly  ava i lab le  to thoroughly tes t  the 
various l oca l i za t i on  techniques. 
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