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ABSTRACT 

Energy-data validation can be viewed opera- 
t ional ly  as a three-fold assessment process: 
(1) a determination of the quality of the data 
collected, i . e . ,  an assessment of accuracy; (2) 
an analysis of the relevance and usefulness of 
the data so as to assess how closely the data 
collected is meeting the requirements of i ts 
users; (3) an assessment of measures that can 
be taken to enhance the effectiveness of the 
data system under study. Assessment (1) is akin 
to the process of " c r i t i ca l "  evaluation of data 
in the physical sciences. Assessments (2) and 
(3), the more dist inct ive features of 
validation, underlie two of i ts important goals. 
In br ief ,  the analyst validates both the infor- 
mation and the requirements for the information, 
and as deficiencies in these two aspects are 
uncovered, the validation analyst formulates and 
evaluates the means for correcting these 
deficiencies. 

This paper focuses upon the use of an error 
model for systematizing the assessment of 
accuracy in a data-system validation study. 
Other topics discussed br ie f ly  are: a capsule 
history of energy-data validation; ORNL studies 
of out l ier detection methods, automatic data 
editing and sampling theory in support of the 
energy-data validation progra~; reviews of 
energy-data requirements. 

In t roduct ion 

This paper provides an in t roduct ion  to th is  
session and a very b r i e f  background to the sub- 
j ec t  of energy-data va l i da t i on .  We h igh l i gh t  
the s t a t i s t i c a l  and mathematical research 
car r ied out at Oak Ridge National Laboratory in 
support of energy-data va l i da t i on ,  then discuss 
cer ta in  s t a t i s t i c a l  aspects of energy-data 
system va l i da t ion .  These aspects represent, 
however, but one set of facets to a profoundly 
i n t r i g u i n g  and prac t ica l  question: is our 
energy data t rustworthy? Cer ta in l y ,  th is  is a 
s t a t i s t i c a l  quest ion, but i t  is also a question 
invo lv ing a nost of other cons idera t ions- -  
compliance with regu la t ions ,  phenomenological 
and economic imp l i ca t ions ,  and u l t ima te l y ,  a 
phi losophical  quest ion :  how does the act of 
checking the data a l t e r  t h e i r  content and 
~qagni rude? 

l-The session w i l l  continue with three papers 
on methodological aspects of post-survey energy- 
data va l ida t ion :  ( i )  pre l iminary  in ternal  data 
screening, (2) o u t l i e r  detect ion,  and (3) e r ror  
l o c a l i z a t i o n . ]  

The va l ida t ion  of energy data is concerned 
with more than assessing data q u a l i t y ;  i t  also 
seeks to determine the needs of data users- -  
espec ia l ly  users who develop, implement, or 
evaluate energy l e g i s l a t i o n  and energy po l i cy .  
-Tile strong l inkage between usage and assessment 
may well be the d i s t i ngu ish ing  feature of data 

validation as compared with more tradi t ional 
data assessment ef for ts ,  such as auditing (e.g., 
tax returns), or evaluating sc ient i f ic  data. 
Data auditing may or may not presume dupl ic i ty ,  
but i t  does assume that there is "a right 
answer" and that the good of the whole is best 
served by discovering each element of accurate 
information. Data evaluation, on the other 
hand, is broader in scope; i ts goal is to assign 
best estimates to a set of data values together 
with estimates of uncertainty of those data 
values. However, common to all data assessment 
efforts is the idea that, i f  the investigation 
is careful and rigorous, the means for improving 
data quality wi l l  suggest themselves. 

In essence, data validation is a process for 
determining the strengths and weaknesses of a 
data base with respect to the needs of i ts 
users, the ultimate goal being correction of the 
weaknesses. Energy-data validation can be 
viewed operationally as a three-fold assessment: 
(1) a determination of the accuracy of the data 
collected, (2) an analysis of the relevance, 
usefulness, and completeness of available data 
so as to assess how well presently collected 
data are meeting the requirements of users, and 
(3) an assessment of measures that can be taken 

to eliminate (or ameliorate the effects of) 
errors in the data system under study. This 
three-fold assessment is permeated with sta- 
t i s t i ca l  considerations as well as with issues 
amenable to the rigors of inferential analysis. 

But, the predominate foci of this session are 
more narrowly defined: f i r s t ,  to an overview of 
energy-data validation, and then for the balance 
of this session, to the frontiers of data-base 
management, to s tat is t ica l  issues that deal with 
e f f ic ient  analysis and correction of a large 
volume of data. 

Capsule Hi story 

A greatly increased sensi t iv i ty  to the va l i -  
dity of energy data was one by-product of the 
widespread concern about national energy needs 
that followed the energy "cr is is"  in the winter 
of 1973-74. The Federal Energy Administration 
Act of 1974 created a new agency (the FEA) to 
deal with the Nation's energy shortages, giving 
i ts Administrator wide ranging information- 
gathering power. In 1976, by amendment of the 
FEA Act, Congress extended the agency's infor-  
mation act iv i t ies  by establishing the Office of 
Energy Information and Analysis within FEA, 
charging i ts Director with establishing and 
maintaining the "sc ient i f i c ,  engineering, 
s ta t i s t i ca l ,  or other technical capabil i ty to 
perform analysis of energy information to: ( i )  
verify the accuracy of items of energy infor-  
mation submitted to the Director; and (2) insure 
the coordination and comparability of the energy 
information in possession of the Office and 
other Federal agencies." (Public Law 94-385, 
August 14, 1976); the word "validation" is 
actually used, without defining i t ,  in Section 
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57(b) of Public Law 94-383. This legislative 
beginning of validation increased substantially 
when the Energy Information Administration was 
established in October 1977 (Public Law 95-91, 
Aug. 4, 1977) in the same law that created the 
Department of Energy. This 1977 legislation 
also transferred the functions of FEA's Office 
of Energy Information and Analysis to the Energy 
Information Administration (EIA). Within EIA, 
the Office of Energy Information Validation 
(OEIV) was created to engage "in checking and 
improving on existing data systems and models 
and participation in the design and installation 
of new ones---always with an eye to the quality 
of the process and of the results i t  produces." 
This last quotation is taken from a paper 
(Moses, 1979) by the f i r s t  Administrator of EIA. 

Since early 1978, Oak Ridge National 
Laboratory (ORNL) has conducted an energy-data 
validation program that supported the Office of 
Energy Information Validation (OEIV) in its 
mission of determining the quality of EIA's sta- 
t i s t ica l  and analytical information. As this 
paper was being prepared, EIA underwent a 
reorganization in which OEIV was abolished. 
After July 1981, the missions and functions of 
i ts data validation program, we understand, wil l 
be continued in other departments of EIA. As 
part of the data validation responsibilities of 
this program, ORNL's support has had two broad 
aspects: 

(1) Conducting independent analyses as well 
as providing leadership of studies which for- 
mulate the concepts ( i .e . ,  the methods and 
materials) of assessment, and which develop or 
adapt mathematical and statist ical techniques 
for validation processes; 

(2) Using studies of energy-data systems to 
uncover needs for new methodologies as well as 
to test the efficacy of patterns and procedures 
---e.g., reviews of information requirements, 
data-element standardization, user 
identif ication, and serial interviewing rules. 

Some Highlights of ORNL Research 
i n Stati st i cal ' Techn i clues ' 

ORNL's s t a t i s t i c a l  studies in support of 
energy-data val idat ion has covered a broad 
spectrum from the very basic (e .g . ,  Chernick, 
1981) to the very applied. Of the areas 
studied, those of greatest a p p l i c a b i l i t y  to th is 
meeting are: sampling theory, o u t l i e r  
detect ion,  and automatic data ed i t ing .  

The study of sampling theory is germane i f  
one hopes to draw reliable inferences about a 
large population by examining a representative 
subset of that large population. For data vali- 
dation studies, sampling theory is very helpful 
in defining and selecting appropriate samples 
and in interpreting the results obtained from 
the selected samples. Several aspects of 
sampling theory methodology applicable to data 
validation studies have been reviewed by 
Chernick (1980). In an investigation of multi- 
way strat i f icat ion (Chernick and Wright, 1980), 
a simple technique was introduced for systemati- 
cally allocating (rather than randomly 
allocating) a sample to the strata formed by 

two-way strat i f icat ion. The authors showed 
that, in several instances, systematic alloca- 
tion yields a smaller variance than random 
al location. 

Outlier detection methods are needed to 
identify, in large volumes of data, records 
which are unusual and which, therefore, should 
be examined further. One relatively new method, 
the influence function method, was used to exa- 
mine 36 months' data on electr ic i ty generated 
and fuel consumed at 25 power plants (Chernick 
and Downing, 1980). Outliers were detected for 
two plants; subsequent contacts with the respon- 
dents led to correction of the data. In the 
same investigation, the subset of cogeneration 
fac i l i t ies  was identified as "outl iers." This 
points to the power of the influence-function 
method (a) in detecting outliers in presumably 
homogeneous data and (b) in its robustness in 
the presence of nonhomogeneous data. As an 
analysis of the power-plant characteristics 
later showed, their data were drawn from two 
separate, but related populations: power plants 
which produce steam solely for generating 
electr ic i ty ,  and plants with cogeneration 
fac i l i t i es ,  which also produce steam for other 
purposes, e.g., commercial heating. In another 
recent outlier-research study (Downing and 
Pierce, 1980), simulated data were compared 
using six detection methods chosen because they 
are amenable to large data sets and to rela- 
t ively short computing times. These six methods 
were: (i) adjusted discriminant function, (2) 
discriminant function, (3) f i r s t  principal 
component, (4) difference-in-f i t  s tat is t ic ,  (5) 
studentized residual, and (6) influence function 
for estimated correlation. The effectiveness of 
these methods, when applied to simulated 
bivariate data with purposely introduced 
outliers, was found to be in the order listed 
above. The six methods were also applied to 
bivariate energy data in which automobile-engine 
displacement was paired witn gasoline 
consumption, with the result that all six 
methods proved satisfactory. 

The study of automatic (or computerized) data 
edi t ing is conveniently considered in terms of 
three processes: ( i )  i den t i f i ca t i on  of erro- 
neous records, (2) loca l iza t ion  within the erro- 
neous records, and (3) imputation methods for 
"adjust ing" the errors.  

The f i rs t  process, identif ication, denotes 
that a record has failed a specification of 
constraints or a set of consistency conditions. 
For energy data, these constraints or conditions 
are usually based on accounting identit ies, 
business patterns, economic principles, and/or 
physical principles. By way of a very simple 
i l lust rat ion,  assume that a record has the 
constraint that the sum of quarterly sales must 
equal the annual sales total: 
Q1 + Q2 + Q3 + Q4 = A. Then, the record 

A = 39725 = (QI' Q2' Q3' Q4 ) = (11121, 12687, 
9422, 9100) has failed to obey the constraint 
and, accordingly, has an "identified" error. 

The next process, localization, involves pin- 
pointing the specific data element within a 
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record which has caused the record to f a i l  the 
e d i t .  Local izat ion is a more d i f f i c u l t  process 
than i d e n t i f i c a t i o n .  As may be seen from the 
i l l u s t r a t i o n  above, there is no addi t ional  
informat ion in the edi t  to " l oca l i ze "  the error  
f u r t he r .  The obvious step would be to trace the 
data back to i t s  source. Unfor tunate ly ,  with 
more complex data, th is  simple fo l low-up is 
o r d i n a r i l y  impract ical  or impossible owing to 
t ime, to cost,  or to the u n a v a i l a b i l i t y  of 
h ighe r -qua l i t y  data. Error l o c a l i z a t i o n ,  
there fore ,  becomes an i n f e r e n t i a l  process. 
(From the i l l u s t r a t i o n  above, an inference might 

= 9100, is suspic iously  be that  the datum, 4the s f th is  pa 
even.) I t  is beyon cope o per to 
de ta i l  the d i f f i c u l t  issues associated with 
i n f e r e n t i a l  methods of error  l o c a l i z a t i o n .  The 
in terested reader is referred to the papers of 
G. E. L iep ins,  espec ia l l y  his most recent review 
(L iep ins,  1981). 

Computerized imputat ion,  the th i rd  process of 
automatic data ed i t i ng ,  is also a techn ica l l y  
d i f f i c u l t  research area, but progress has been 
made espec ia l ly  in understanding the l i m i t a t i o n s  
of applying data-matching techniques. More 
de ta i l s  about these techniques as well as other 
imputation methods, inc lud ing discussion of 
t h e i r  d i f f i c u l t i e s  and l i m i t a t i o n s ,  are also 
given in L iepins '  review (op. c i t . ) .  

We now turn our a t ten t ion  to the two major 
types of studies carr ied out in the EIA/ORNL 
da ta -va l ida t ion  program. These two types are 
ca l led :  ( I )  reviews of energy-data 
requirements, (2) system va l ida t ion  studies.  

Review of Energy-Data Requirements 

The primary ob ject ive of th is  type of study 
is to define a set of data elements that best 
serve general ly recurr ing information needs for  
an energy topic  area. This " idea l "  set of 
required data should be cur rent ,  cons is tent ,  and 
complete, but must be nei ther  excessively cost ly  
fo r  the Government to co l l ec t  nor excessively 
burdensome for  respondents to supply. 

A review of energy-data requirements encom- 
passes the fo l low ing s ix components: 
o a comprehensive descr ip t ion of the transac- 

t ions and informat ion flows of the energy 
top ic  area. The descr ip t ion includes items 
of information that  dre measureal)le~ and of 
these, which are present ly gathered by 
indust ry  or others in the course of normal 
business. 

o an analysis of l e g i s l a t i o n ,  regu la t ions ,  
t r e a t i e s ,  and Pres ident ia l  proclamations 
a f fec t i ng  informat ion needs. 

o an analysis and spec i f i ca t i on  of information 
needs of regulatory users and of other 
knowledgeable, concerned analysts.  

o a descr ip t ion of the " idea l "  data set which 
j u s t i f i e s  which data should be co l lec ted ,  
wi th what accuracy, from which respondents 
and with what frequency to best serve i n f o r -  
mation needs. 

o an analysis of ex is t ing  data co l l ec t i on  
instruments to determine t h e i r  adequacy in 

sa t i s f y i ng  user needs. This analysis com- 
pares cu r ren t l y  co l lec ted data with the ideal 
data set;  the comparison includes order -o f -  
magnitude assessment of costs and benef i ts  as 
well as estimates of respondent burden. 

o a set of recommendations regarding the 
improvement of ex is t ing  systems and/or the 
development of new systems. 

A review of energy-data requirements is a 
subt le ,  i n t e l l e c t u a l l y  demanding inves t iga t ion  
for  which the methods of operations research 
(esp. decision theory) are often qui te 
appl icab le .  EIA has published (DOE/EIA-0276, 
March 1981) a deta i led account of now such an 
inves t iga t ion  should be conducted and interested 
readers are referred to th is  document. 

System Val idat ion Studies 

These studies assess the accuracy and 
meaningfulness of the data co l lected by current 
systems. A va l ida t ion  study should fo l low a 
requirements review since the l a t t e r ,  in 
addi t ion to providing the framework for  under- 
standing data needs, also provides c r i t e r i a  to 
apply in determining both meaningfulness and the 
needed accuracy. In most va l ida t ion  studies,  
however, system-speci f ic  user requirements 
are examined in greater d e t a i l ,  thereby 
extending the informat ion in the requirements 
review. Where a requirements review has 
not been conducted, a f i r s t  task in va l ida t ing  a 
data co l l ec t i on  system is to conduct a l im i ted  
requirements review to gain an understanding of 
user needs and of phenomena underlying the data 
cu r ren t l y  co l lec ted .  

Although understanding requirements and usage 
is a very important aspect, the major un i fy ing  
theme of a va l ida t ion  study is the assessment of 
accuracy. This assessment is systematized by 
means of an er ror  model whicn is both a s t ruc-  
tura l  tool and a heur i s t i c  device. As a s t ruc-  
tura l  t oo l ,  the model is used to represent 
errors which can occur at a l l  stages of bu i ld ing 
the data base---from design to disseminat ion.  As 
a heur i s t i c  device, the model aids in devising 
the means for  determining the magnitude of 
e r ro r .  The error  model evolves in the course of 
a va l ida t ion  study. One may envision three 
overlapping s t a g e s - - i d e n t i f i c a t i o n ,  e labora t ion ,  
and app l i ca t ion .  In the f i r s t  stage, an i n i t i a l  
framework is constructed to c lass i f y  errors in 
each of the data elements that  the system 
c o l l e c t s ;  thus, the f i r s t  stage is concerned 
with i d e n t i f i c a t i o n  of sources of e r ro r .  In the 
second stage, the framework is modified and 
b u i l t  upon as knowledge of the system increases; 
hence, the label "e labora t ion . "  In the th i rd  
stage, the er ror  model is applied to devising 
the means for  redetermining data and for  
assessing (ac tua l l y  est imat ing)  er ror  in a l l  
data elements. 

In i d e n t i f y i n g  sources of error  in energy- 
data systems, experience has shown that  four 
ca tegor ies - - (1 )  s p e c i f i c a t i o n ,  (2) coverage and 
se lec t ion ,  (3) respondent, and (4) processing 
errors---should always be considered. 
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1. Specification Error. This type of error 
refers to the difference between the data spe- 
cif ied as necessary and the data that is 
actually collected. I t  is diagnosed by 
comparing" (a) the data requirelnents of the pri- 
mary users, (b) the definitions and instructions 
in the collection form, and (c) the capability 
of respondents to furnish the requested data. 
Diagnosing specification error may not be very 
d i f f i cu l t ,  but estimating its magnitude and its 
effect on the data element of interest is often 
formidable; in many instances, rough estimates 
are all that can be achieved. In reaching an 
estimate of its magnitude, i t  is usually unpro- 
ductive to subdivide specification error into 
components of variance and bias since its 
"causes" are due to misjudgements of design or 
to misunderstanding of the needs and goals of 
users. The chief reason for seeking specifica- 
tion errors is to eliminate them from future 
versions of the survey instrument. 

2. Coverage and Selection Errors. This cate- 
gory encompasses errors of coverage arising from 
differences between the frame and the target 
population. Such errors may arise from: (a) 
omitted units, (b) duplicated units, e.g., on 
account of change of name or because a sub- 
sidiary of the unit is not recognized, (c) units 
that are not part of the population, (d) erro- 
neous information on the size of units, (e) 
information not current to permit location of 
units. When data are obtained from a sample 
survey, the quality of the frame may take on 
added importance; for instance, i f  a subset of 
units is under-represented in the frame, then an 
otherwise good sample design can yield data of 
poor quality. The category includes other 
errors introduced in sample selection, e.g., 
assigning the wrong-sized unit (because of 
misinformation) to a stratum, or else selecting 
units subjectively for a probability (random) 
sample. Also covered in this category are 
errors due to non-response, including those 
arising from imputation for non-response. 

3. Respondent Error. This general category 
arises from respondent practices and, 
accordingly, may require considerable analytic 
effort to identify all significant sources of 
error. This part of the error model wil l  prob- 
ably not be completed until well into the 
fieldwork step of a typical system validation 
study. The following six sub-classes of respon- 
dent error may be helpful in constructing the 
i n i t i a l  error framework: 

(a) measurement errors--faulty instruments or 
inaccurate laboratory analyses, biased estimates 
made when instruments are inoperative or 
unavailable, systematic error in the measurement 
(e.g., reporting the actual weight of rain- 
soaked coal rather than the dry weight 
requested), 

(b) misunderstanding or misinterpreting 
instructions for f i l l i n g  out survey forms, 

(c) carelessness with units, e.g., reporting 
volume in gallons instead of in barrels, 

(d) errors in recording and transcribing 
data, 

(e) errors of omission, e.g., neglecting to 
report retroactive adjustments to the contract 
price of fuel delivered to electric-power 
plants, 

(f) misreporting, e.g., reporting the highest 
cost of fuel delivered to a central storage 
fac i l i t y  (coal stockpile, tank farm) as the cost 
of fuel delivered to the power-plant location. 

4. Processing Error. This category covers 
those errors that occur after the respondent 
population (or sample) has submitted the data. 
The magnitude of processing errors is estimated 
from an audit of the processing system which is 
ordinarily an important task for every system 
validation. The results from nearly all the 
processing-system audits conducted in validation 
studies to date have indicated very small, 
essentially insignificant, processing errors. 
But, since the processing of energy data is 
under EIA's control, processing errors are 
usually the most directly correctable errors. 
The category includes: 

(a) transcription (e.g., keypunch) errors, 
(b) errors due to the loss or misplacement of 

responses, 
(c) errors relating to the treatment of item 

non-response, 
(d) coding error ( i f  responses are coded)- 

assigning an incorrect code to a survey 
response, 

(e) certain systematic errors--in 
programming, in tal lying for publication 
purposes, in adjusting the data to achieve 
correct accounting balances. 

The sources of error outlined above help in 
formulating an in i t ia l  set of working hypotheses 
about the nature of errors in the data. 
Hypotheses of specification errors are developed 
as the validation analyst interacts with users 
and suppliers of the data; preliminary hypothe- 
ses of respondent and of processing errors are 
modified after interaction with the system 
operators; ideas about selection error are 
advanced as the analyst explores the target 
universe, the frame, the sample, and the 
response pattern. In short, an in i t ia l  frame- 
work of error sources, by which accuracy of the 
data is assessed, is developed at the outset of 
a validation study and the framework is altered 
as knowledge of the system accrues. 

The error model is refined further as the 
data base is analyzed for internal consistency 
and for external comparability. Also, as the 
validation analyst deepens his study of the 
operating procedures used to gather and to pro- 
cess the data, his ideas mature regarding pro- 
cessing error. This particular activity sets 
the stage for auditing a sample of data already 
in the data base for the purpose of estimating 
the magnitude of the processing errors. 

The f ield survey of respondents is the chief 
means by which the analyst verifies accuracy. 
The essence of accuracy, as measured in the 
f ield survey, lies in a comparison between an 
originally (routinely) reported value for a 
variable and a redetermined, more accurate 
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value. The method for obtaining the redeter- 
mined value is based on an awareness (embodied 
in the error model) of sources of error in the 
originally reported value. A pretest with a 
pi lot  sample provides an in i t ia l  test-bed for 
determining how correct the hypothesized sources 
of error are. 

In the pretest and in the f ield survey, the 
validation analyst must go beyond auditing (or 
replicating the original measurement) because 
auditing, per se, wil l only yield a measure of 
precision. Precision would be measured simply 
by retracing the same steps ( i .e.  by using the 
same method exactly) for redetermining the ori- 
ginally reported value. The validation analyst 
should devise an alternative method free (or 
more free) of systematic error for redetermining 
a value, the method being more accurate rather 
than just being more precise, l'hus, the error 
model serves an inventive purpose: to help the 
validation analyst design an alternative, more 
accurate procedure for redetermining the 
variable of interest. (A corollary of the 
above is that a value whose accuracy has been 
checked by an alternative procedure is more 
expensive to obtain than i f  the value had been 
merely audited.) 

The application of the error model in esti- 
mating the accuracy of a variable is a d i f f i cu l t  
enterprise. There will always be uncertainty 
about how individual components of error 
interact with each other. The simplest approach 
---summing error components algebraically---may 
not be as correct as adding them by some other 
means. For applying his error model, the 
analyst should have an understanding of the 
relationship between all error components. At 
the very least, he must possess a good grasp of 
major components of error and how these com- 
ponents interact.  

Perhaps the most important purpose for 
devising error models is to stimulate thought 
processes directed at eliminating or reducing 
errors in the system under study. Specification 
errors, although d i f f i cu l t  to quantify, may be 
easy to eliminate. The biases that fal l  into 
the category of respondent error or of selection 
error w i l l ,  no doubt, always be present in a 
survey. Understanding these biases is the 
important step in reducing their impact. 

We conclude this paper by noting that the 
concepts and methods designed for the validation 
of energy data are suff ic ient ly broad in scope 
to apply to many government-mandated data- 
collection act iv i t ies.  The data bases for 
domestic (non-fuel) minerals production and 
reserves are suff ic ient ly similar to those for 
fossil-fuel production and reserves so as to 
permit fa i r ly  straightforward application of the 
validation methodology. For contemplated vali- 
dation study of data bases that serve regulatory 
purposes (EPA, OSHA, etc.) ,  there are analogous 
completed studies of data bases that mainly 
serve the needs of energy regulatory agencies 
(FERC, ERA). And f ina l ly ,  for determining which 
data should be collected, the methods developed 
for conducting Reviews of Data Requirements 

would seem to be generally applicable to the 
broad spectrum of government information- 
gathering act iv i t ies.  
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