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BACKGROUND 
This paper presents a discussion of some of the 

properties of the 1980 census estimation and 
weighting procedures. As has been thoroughly dis- 
cussed (I), the 1980 census data was collected on 
a 100-percent basis for certain basic characteris, 
tics, and on a sample basis for a wide collection 
of demographic data items. The census estimation 
procedure is performed on a state by state basis 
to assign weights to the sample person and housing 
unit records. The first step in the estimation 
procedure is to divide or partition a state into 
mutually exclusive portions of geography referred 
to as weighting areas. Weighting areas are re~ 
quired to have a minimum sample count of 400 per, 
sons, and are required to respect certain munici- 
pal and census geographic boundaries within the 
400 sample person constraint. Furthermore, 
weighting areas are never permitted to cross 
county boundaries. Within each weighting area, 
the estimation and weighting operations are per- 
formed separately for the sample of persons and 
the sample of housing units. Both procedures, 
however, are very similar. Counts are obtained 
from the sample for the interior cells of a multi- 
dimensional weighting array defined by demographic 
characteristics that were collected on a 100-per- 
cent basis during the 1980 census. The counts 
from the 100-percent census are also available for 
each marginal category of the weighting array. 
The sample and complete counts for each marginal 
category are next tested against a set of criteria. 
Rows and columns of the array which correspond to 
the marginal categories which fail this test are 
collapsed or combined together until an array is 
obtained with a set of marginal counts which satis- 
fy the collapsing criteria• The sample interior 
cell counts are then scaled and rescaled via iter- 
ative proportional fitting, or raking, so that the 
sum in each row or column consecutively agrees 
with the 100-percent census row or column count. 
This procedure is iterated a number of times, and 
the adjusted sample counts are then allocated to 
the weighting area sample person or housing unit 
records as weights. 

For a two dimensional weighting matrix; with R 
rows and C columns (after collapsing), and for a 
given weighting area, the procedure may be describ- 
ed as follows" 
Let; 

N denote the total census 100-percent 
count for the weighting area 

n denote the total census sample count 
for the weighting area 

Nij,nij denote the 100-percent and sample counts 
for the cell in the i th row and jth 
column of the weighting matrix. 

The iterative adjustment is then performed by com- 
puting values of ~(t).. for t = 0,1,2,... as 
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The c o n v e r g e n c e  p r o p e r t i e s  o f  t h e  v a l u e s  o f  N (t). . 
^ ( t )  1j 

o r  e q u i v a l e n t l y  o f  P i j  a s  t becomes  l a r g e  h a v e  

b e e n  w i d e l y  d i s c u s s e d  ( 2 ) ,  p a r t i c u l a r l y  when t h e  
v a l u e s  o f  ~ . .  a r e  n o n - z e r o  f o r  e a c h  i , j .  Of i n t e r -  xj 
e s t ,  I r e l a n d  and  Kullb,  a,ck (3) h a v e  shown t h a t  i n  
t h e  a b o v e  i n s t a n c e ,  ~.(t.) c o n v e r g e s  t o  a s e t  o f  

. 1 j  

v a l u e s  P i j  s u c h  t h a t  t h e  

P i j '  m i n i m i z e  I ( p ; ~ ) ,  w h e r e  

R C 

I ( p ; n )  = F. F P i j  ~n ( P i j / ~ i j ) ,  
i = 1  j=1 

subject to the restrictions that Pij > 0 and that 

F~. Pij = Pi. i = 1,2,..., R, and 
1 

F.. Pij = P.j j = 1,2,..., C. 

J 
Furthermore, Ireland and Kullback showed that 

the resulting estimates of the "true" interior 
weighting matrix cell probabilities (or totals) 
possess BAN properties and that the convergence 
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is geometric. Thus, any estimates of sample char- 
acteristics highly correlated wit" the weighting 
matrix interior cell estimates wou~d also have 
highly desirable properties. 

Darroch and Ratcliff (4), give a m~re, general 
discussion of the convergence of the p~), when 

x3 some of the values of 7.. are allowed to be 
zero. 13 

Based on Taylor Series expansions, it is pos- 
sible to derive expressions which approximate the 
variance of estimates of sample characteristics 
which result from this procedure. Arora and 
Brackstone (5), and Rao (6) give an excellent 
documentation of these findings, and also give 
estimators of this variance. 

In applying these iterative procedures to ob- 
tain sample estimates at the Census Bureau, the 
observed sample interior weighting matrix cell 
counts are often seen to include zero's which 
occur in a variety of structural patterns. Some 
of the properties of this iterative procedure will 
be discussed in four structural settings which 
hopefully will include all possible realizations 
of the interior cell structure of the observed 
sample weighting matrix counts. The discussions 
will center on an arbitrary two dimensional 
weighting matrix in any given weighting area. 
From the discussions below, it should be clear 
that the arguments given for converence are easily 
extrapolated to situations involving weighting 
arrays with a higher number ofdimensions. 

The four structural settings in which conver- 
gence of the 1980 census estimation procedure will 
be discussed are defined in terms of the separa- 
bility (7) of the observed weighting matrix. 
Simply put, a weighting matrix will be said to be 
separable if the observed non-zero sample counts 
can be arranged into block diagonal form via ele- 
mentary row and column operations. The following 
example involving a 5 by 4, weighting matrix will 
demonstrate this concept. 

Co 1 umn 
b e r  

1 
2 
3 
4 
5 

• . 

Example 1 - S e p a r a b l e  Weighting. Ma t r ix  

1 2 3 4 

X 0 0 X 
0 X X 0 
o . . . . . . .  0 . . . . . .  o -  - -  x 

• . . . . . . . . . . . . . .  _ 

o x x 0 

l x  . , 9  . . . .  o- i i - _  x 

If x represents an observed non-zero cell then 
this weighting matrix is separable, since by in- 
terchanging the rows and columns, the matrix can 
be put in the form shown below. 

Example I--Separable Weighting Matrix Cont'd 
Column Number 

above 
I 4 3 2 

I X 
3 0 x 0 0 
5 x x 0 0 
2 0 0 x x 
4 : 0 0 x x 

X 0 0 

An inseparable weighting matrix is simply a matrzx 
which cannot be put into this form. A much more 

detailed and rigorous discussion of the concept 
of separability and inseparability may be found 
in Bishop, Fienberg and Holland (7). 

Clearly, the operation of changing the order of 
the rows and columns of a weighting matrix via 
elementary row and column permutations will not 
effect the mathematics of the iterative census 
estimation procedure. It is also apparent that 
any adjustments made to the interior cells of the 
inseparable submatrices will only depend on the 
marginal controls of the submatrix, and not on 
the adjustments made to cells in any other insep- 
arable submatrix. This motivates the four dis- 
tinct structural settings on which the conver- 
gence properties of the iterative procedure will 
be discussed. These are as follows: 
Structural Setting (I) 

The observed sample weighting matrix interior 
cell counts are all non-zero. That is, 

~.. ~ 0 for i = 1,2,..., R, j = 1,2,...,C. 
1] 

Structural Setting (2) 
The observed sample weighting matrix counts may 

be zero for some cells, but the observed sample 
weighting matrix is inseparable. Furthermore, 
the set of probabilities TIS is non empty, where 

TIS is a set of probabilities such that 

=(Pij [ Pij ~ 0 when ~ij ~ 0 TIS 

Pij = 0 when ~ij -- 0, and 

Pi. = P'I. i = 1,2,..., R 

= P.i' i-- 1,2 .... , C>. P.j 

Structural Setting (3) 
The observed sample weighting matrix is sepa- 

rable with M inseparable submatrices. Further- 
more, for each inseparable submatrix, the set of 
probabilities TS£, £ = 1,2,..., M must be non 

empty, where for each value of ~, 

TS£=~Pij I Pij ~ 0 when ~ij ~ 0, 

! 

I 
Pij = 0 when ~ij = 0, 

Pi. Pi i = 1,,2,..., R£ 
' R 

p . j  P j l i = l - ' [ ~  

~ 
_ l V . j  

(where R~, and C% a r e  the  row and column s i z e s  

f o r  t he  ~ th  i n s e p a r a b l e  s u b m a t r i x ) .  
S t r u c t u r a l  S e t t i n g  (4) 

The obse rved  sample w e i g h t i n g  m a t r i x  has a t  
l e a s t  one i n s e p a r a b l e  subma t r i x  c o n t a i n i n g  a t  
l e a s t  one ze ro  f o r  which the  s e t  o f  p r o b a b i l i t i e s  
d i s c u s s e d  above i s  empty. For an example o f  t h i s  
s i t u a t i o n ,  c o n s i d e r  t he  f o l l o w i n g  2 by 2 m a t r i x  

X X P = 0.I 
I. 

X 0 P2. = 0.9 

P =0.2 1 
.I 

(where as before X denotes a non-zero sample 
count). 
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I. Convergence for Structural Settings (I) and (I) 
For structural setting (I) th'e problems assoclate~ 
with convergence have been solved, as discussed. 
For structural setting (2)--an inseparable weight- 
ing matrix containing zero values of ~.. --it may 
be shown that the same properties hold. 121 The 
following lemma states this explicitly" 
Lemma 1 

Consider a weighting matrix with R rows and C 
columns, and with the structure given by struc- 
tural setting (2). The iterative procedure con- 
verges to a set of counts or, equivalently, of 
probabilities Pli such that" 

a) p[j # 0 when ~ij ~ 0 

* = 0 when 7[.. = 0" 
Pij 121 ' 

* = P i = 1,2, R b) Pi. i. "" "' 

* = P j =12 Cand P.j .j , ,..., 

c) I ( P ; ~ )  = E p * . .  ~n p.*. 
i , j  ~ 121 l J  

~T . .  
121 

i s  a minimum among a l l  p r o b a b i l i t i e s  w i t h  p r o p e r -  
t i e s  a) and  b ) ,  and  whe re  S d e n o t e s  t h e  s e t  o f  
v a l u e s  o f  i ,  j f o r  wh i ch  7[.. ¢ 0. 

121 
The a d d i t i o n a l  p r o p e r t i e s  r e l a t e d  t o  e s t i m a t e s  

which minimize the discrimination information 
function immediately follow. 
Proof of Lemma I: 

The proof is omitted due to space limitations. 
A similar proof is given by Darroch and Ratcliff 
( 4 ) .  
2. Structural Setting (3) Convergence 
For structural setting (3), the observed sample 
weighting matrix consists of a number of insepar- 
able submatrices. It is only necessary to con- 
sider the convergence properties of the procedure 
for any one of the inseparable submatrices. This 
follows since the iterative procedure for each 
submatrix is equivalent to applying the procedure 
to an inseparable matrix, with R rows and C col- 
umns, but for which 
( 2 . 1 . 1 )  R C 

z p. ~z p 
1 .  . j  

i=l j=l 
The following lemma summarizes the properties of 
the procedure in this situation. 
Lemma 2 

Let M 1 and M 2 denote two weighting matrices 

both with R rows and C columns, and with the same 
observed sample counts 7[... The marginal counts 

121 
for M 1 are PI.' P2.'''" PR.' P.I' P.2 .... ' P.C' 

the marginal counts for M 2 are P i . '  P 2 . '  . . . .  P R . '  

P.l ' ' ' ' '  P.c' and  
C 

1) P~ = F P. , whe re  F = r.. p . 
1. 1. j - 1  .21 

R 
F. P. 

1 .  
i=1 

2) Le t  f(n)., d e n o t e  t h e  n t h  a p p l i c a t i o n  o f  t h e  

a p p l i -  
13 t h  

iterative procedure to M 1 and _~(n) the n ' Pij 

cation to M 2. 

Then if the set TIS for M 2 is non-empty, 

^ A 

Lira f(2n) . . . .  = Lira p(n) for i = 1,2,..., R', j = 
1j 1j 

n + o o  n + o o  

1 , 2 , . . . ,  C. 
and A 

Lira f (2n -1 )  = F Lim -~(n) f o r  i 1 2 . . .  R • . _ -  . 

1j n+~ n~o Pij ' ' ' ' 

j = 1,2 .... , C. ^(n) 
Proof" From Lemma I, Lira Pij exists. 

n 

As an illustration of the method of proof, 
consider: 

(4) = p p p . p 
(2.1.2) Pij .j i. .j i. ~.. 

^ ^ R p. 
( 1 )  R ( 1 )  = Z 7 [ . .  1 .  = 

Note; I) p.j = F. Pij 1j 
i=l i=l 7[. 

R 1. 

F z ~ . .  P i .  = F ~ ( 1 )  
i = l  13 "J 7T. 

1 .  

^ ( 2 )  P . j  P" 
2) Pij = 7[ij ×(I) L 

P.j i 

P Pi  f ( 2 )  7[. .  . j  F . = . .  
13 ^,,) -- 13 

F f~ 7r. I. 

^ ( 2 )  = ~ (2 )  
SO t h a t  p i .  i .  

R ^ 
^ ( 3 )  = z p ( 3 )  = 

3) p . j  i = l  i j  

R 
^ ( 2 )  PZ ^ (S )  

E Pij =Ff . 

P i .  

Substituting I), 2), and 3) into 
2.1.2 gives 

^ ( 4 )  = p F P P ^ (2.1.3) Pij .j i. .j w.. = f(4).. 

F F 
• 3 i. I. 

It should now be clear, that a straight- 
forward induction proof will establish 
that 

^(2n) = f(2n) for n = 1 2 
Pij ij . . . . .  

^ ( 2 n - 1 )  } ( 2 n - l )  
Pij = F IJ'" for n = 1,2,... 

^ 

Finally, since the Lira p(n)exists, as was shown 

in Lemma I, the result stated in Lemma 2 follows. 
For structural setting (3), the iterative pro- 

cedure converges, in a sense, for each inseparable 
submatrix of the weighting matrix. However, the 
statistical properties of the resulting estimates 
became somewhat clouded. Since for the 1980 
census, the iterative procedure is stopped after 
an even number of applications the census estima- 
tes may be seen to converge to a set of estimates 
which minimize. 

R C 

I (P "7[) E m E m * * • , = P . ~n P ij for each sub- 
i I j=l 13 ---- 7[.. 

13 
matrix, where the P.~. 's have the marginal struc- 

13 
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ture associated with matrix M^ above. Letting F 
represent the ratio of the ro~ to the column mar~. 
ginal sums for each submatrix, it seems logical 
to assume that F could be used as a measure of 
the bias in estimates of characteristics highly 
correlated with the row categories of the weight- 
ing matrix• Unfortunately, more research must be 
conducted before this statement may be affirmed. 
3. Structural Setting (4) 
For structural setting (4), there is no firm re- 
sult known to this author. However, the follow~ 
ing example sets a basis for an "educated guess" 
as to the convergence of the procedure. Consider 
the following 2 by 2 matrix of interior observa- 
tions and marginal counts. 

i .2 ~ 1 "I ".'5' . 
.i./0 i .9 1311 

I 
.2 .8 

Repea t ed  a p p l i c a t i o n  o f  t h e  p r o c e d u r e  w i l l  r e s u l t  
i n  a m a t r i x  t h a t  t e n d s  t o  o s s i c i l a t e  be tween  t h e  
following two matrices: 

I °18111 I °I .2 0 9 - 9 1  70 I 9 
.2 .8 .2 .8 

A f t e r  even A f t e r  odd 
Applications Applications 

The claim is thus made (without verification), 
that the iterative procedure will tend to con- 
verge to a matrix with structural setting (3), 

i e some of 2(n) will converge to zero. 
• " ' Pij 

Ideally, it would be desirable to identify 
weighting matrices identified with structural 
settings (3) and (4) prior to conducting the 
weighting operations. This would permit further 
collapsing to eliminate this problem. The example 
given above would only be observed as the result 
of some unusual nonsampling error, and would be 
easily recognized, during the census processing 
procedures. However, it is unlikely that the 
following situation would be noticed during the 
processing: 

[ "5 I 0 ] .6 
.5 .5 

The r e s u l t  would ,  u n f o r t u n a t e l y ,  be t h e  same. 
This  was,  i n  p a r t ,  t h e  m o t i v a t i o n  f o r  o n l y  

p e r f o r m i n g  t h e  1980 c e n s u s  r a t i o  e s t i m a t i o n  p r o -  
c e d u r e s  t w i c e .  I t  was f e l t  t h a t  t h e  h i g h  o r d e r  
o f  t h e  r a t e  o f  c o n v e r g e n c e  o f  t h e  p r o c e d u r e  would 
p r o v i d e  a d e q u a t e  r e s u l t s  f o r  w e i g h t i n g  a r e a s  w i th  
m a t r i c e s  t h a t  c o r r e s p o n d e d  t o  s t r u c t u r a l  s e t t i n g s  
(1) and (2 ) .  I t  was a l s o  b e l i e v e d  t h a t  f o r  
s t r u c t u r a l  s e t t i n g s  (3) and (4) t h e  r e s u l t i n g  
e s t i m a t e s  would have t h e  b e n e f i t s  o f  t h e  r a t i o  
e s t i m a t i o n  c o n t r o l s ,  w i t h o u t  d e m o n s t r a t i n g  a 
significant tendency to the oscillating situation. 
It would be highly desirable to develop a effi- 
cient procedure to screen weighting areas to 
determine those with matrices of structural 
setting (3) or (4). This would permit the Census 
Bureau to further collapse these weighting matrices 
until a structural type was obtained that would 
permit convergence. 

FOOTNOTE 

I/ This notation is very similar to that used by 
Ireland and Kullback (3) and by Darroch and 
Ratcliff (4). 
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