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ABSTRACT 

The problem considered is to determine how to 
loca l ize error in par t i cu la r  f i e lds  of categor i -  
cal records from large data sets that f a i l  to 
f a l l  in a de te rm in is t i ca l l y  known constrained 
space. The so-cal led minimal f i e lds  to impute 
(MWFI) error l oca l i za t ion  is to f ind the set S of 
the records's m f i e lds  which minimizes 

m 

c i6(~ i  ) , 
i=l 

where ~ is the f i e l d  i change, 6 ( ~ )  = 0 i f  ~i = 
0 and l iotherwise, and the c~ weights are de- 
creasing functions of the p r6bab i l i t y  of error in 
f i e l d  i ,  and the minimization is subject to the 
const ra in t  that the changed record be acceptable. 
H i s to r i ca l l y  the c i weights have been assumed 
equal for  a l l  f i e lds  - e f f ec t i ve l y  representing 
uniform pr io r  p robab i l i t i es  of error .  Optimally 
these weights should be p robab i l i t i es  of error 
given the par t i cu la r  erroneous er ror ,  i . e . ,  pos- 
t e r i o r  p robab i l i t i es .  This paper reports on a 
simulation study of a compromise in which the 
weights are related to the number of act ive fa i led  
edits and/or the number of act ive passed edits 
for  a f i e l d .  

I. INTRODUCTION 

Automatic data ed i t ing is the computerized 
i d e n t i f i c a t i o n ,  l oca l i za t i on ,  and correct ion of 
data errors in s i tuat ions where records from a 
data base must t heo re t i ca l l y  f a l l  in a determi- 
n i s t i c a l l y  known constrained space. I den t i f i ca -  
t ion is the process of f ind ing records in the 
data base containing one or more errors.  I f  an 
observed record y_ = (Yl,Y2 . . . . .  Ym) of m f ie lds  
f a i l s  a known const ra in t ,  for  example, 

m 

~ b i Y  i > d 

the record is de te rm in is t i ca l l y  known to be in 
er ror ,  i . e ,  the i d e n t i f i c a t i o n  is determin is t ic .  
Local izat ion is the process of f ind ing the set 
of f i e lds  in the record which actua l ly  is in 
er ror ,  while correct ion is the choice of " t rue" 
values for  the local ized f ie lds  (" imputat ion" 
is t yp i ca l l y  used instead of "choice" in the l i t -  
erature).  Local izat ion and correct ion are c lear-  
ly  stochastic in most environments. 

The stochastic nature of loca l i za t ion  and 
correct ion implies a need for  a model of the 
error process. The observed record y_ is the true 
record x plus an error  vector c, i . e . ,  

N m 

y =  x_+ ~_. ( l . l )  

Part of the error model is embodied in assump- 
tions about components of the error vector ~" - 
(el . . . . .  Cm). The remainder of the model focuses 
on the distr ibut ion of the true x. In principal, 
knowledge of the error model allows one to solve 

for  the condit ional p robab i l i t y  

max p(xly _) (1.2) 
X 

which is l og i ca l l y  the focus of the loca l i za t ion  
and correct ion steps. 

2. A STOCHASTIC CONCEPTION OF THE MWFI PROBLEM 

The MWFI problem as expressed in the abstract 
can be derived from error model assumptions which 
state that 

A. p{~i~Olcj~O} =~{c i~O} = Pi for  i~ j  

B ~i has a uniform d i s t r i bu t i on  for  a l l  i 
over the set of feasib le values for  ~.. 1 I t  fol lows that the pr ior  p robab i l i t y  that 

exactly the f ie lds  icS are in error can be w r i t -  
ten as 

J =11 Pi I] (l-p i)  , (2.1.) 
i tS i~S 

which is also expressable as 
m 

a = II ( l -P i )  II Pi/II ( l - p )  (2 2) 
i=l i~s 7 i~s  i • • 

One seeks the set S which maximizes J subject to  
the constra in t  that the changed record be ac- 
ceptable. Equivalent ly one seeks the set S 
which minimizes 

1og(1-p i)  - log Pi ' (2.3) 
i~S itS 

which is the negative logarithm of (2.2) wi th-  
out the f i r s t  product since i t  does not depend 
on S. But minimization of (2.3) is equivalent 
to the minimization expressed in the abstract 
i f  we define 

c i = l og ( l -P i )  - log Pi " (2.4) 

Note that (2.4) implies the c i weights are 
inversely related to the p~ the pr ior  probabi l -  
i t i es  of error  in each f i= ,d .  The minimization 
w i l l  thus include in S those f ie lds  i with high 
pr io r  p robab i l i t i es  of er ror ,  other things being 
equal. 

3. PROBLEMS WITH MWFI APPLICATION 

Problems t yp i ca l l y  ex is t  with MWFI appl ica- 
t ion as conceived in the previous section, i . e . ,  
where the c.1_weights are inversely related to 
pr io r  p roba6 i l i t i es  of error  in f i e l ds ,  and 
these weights (and, thus, p r o b a b i l i t i e s ) a r e  
often presumed equal. 

I t  was indicated in Section 1 that the c i 
weights should opt imal ly  be related 'to the pos- 
t e r i o r  p robab i l i t i es  of error in f i e l ds ,  which 
are conditioned on the Observed erroneous record. 
When the c i weights are presumed equal, problems 
in MWFI appl icat ion are compounded. Among these 
problems is the absence of a unique solut ion,  
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i . e . ,  the l oca l i za t i on  of a unique set of f i e lds  
as a solut ion to the error  l oca l i za t i on  process. 

4. ALTERNATIVE WEIGHTS 

In p r inc ipa l ,  the problems of Section 3 would 
be resolved by the use of poster ior  p robab i l i t i es  
of error  in f i e l d s  in determining the ci weights. 
One can argue for  these p robab i l i t i es  from a con- 
ceptual perspective and one can also note that  
they t y p i c a l l y  w i l l  not be equal for  d i f f e ren t  
f i e l d s ,  thus increasing the p o s s i b i l i t y  of a 
unique solut ion to the MWFI problem. 

In the r e a l i t y  of large data sets (many rec- 
ords, many f i e l d s ) ,  there are two substant ia l  
d i f f i c u l t i e s  in using poster ior  p robab i l i t i es .  
F i r s t ,  one general ly possesses i n s u f f i c i e n t  in-  
formation about the data system to calculate 
them. This information centers around Eq. ( I . I ) ,  
s p e c i f i c a l l y  the so-cal led "er ror  model". Sec- 
ondly, given the information to calculate them, 
one may s t i l l  f ind the volume of ca lcu lat ions 
simply overwhelming. 

What seems to be required is some method of 
using avai lable par t ia l  information about the 
error  model to loca l ize  f i e l d  errors in a com- 
pu ta t iona l l y  t rac tab le  way which nonetheless is 
a r e l a t i v e l y  good approximation to the use of 
actual poster ior  p robab i l i t i es .  This paper takes 
a f i r s t  step by examining some a l te rna t i ve  c i 
weights proposed i n d i r e c t l y  in a somewhat d i f f e r -  
ent context by Freund and Hart ley (1967). 

The logic of the a l te rna t i ve  c i weights is 
best introduced via an example. Consider a data 
base formed by records with 6 f i e lds  where a 
record is one of the members of the Cartesian 
product AI 'x A2 x A3 A4 x As x A~ and 

A1 = { 0 , I }  A4 = {0 ,1 ,2 ,3 }  
A2 = { 0 , I , 2 }  As = {0 ,1 ,2}  . (4.1) 
A3 = { 0 , I }  A~ = {0 ,1 ,2 ,3 }  

Suppose the locus of points not in the con- 
strained acceptance region is defined by the 
e x p l i c i t  edi ts 

el = A1 x { 0 , I }  x {0} x A4 x { 0 , I }  x A6 
e2 = { I }  x A2 x { I }  x { 0 , I }  x As x {2,3} 
e3 = {0} x {1,2} x A3 x {1 ,2 ,3}  x As x A6 
e, = Al x {0,2} x A3 x A, x As x { 0 , I }  (4.2) 
e5 = { I }  x A2 x A3 x {0} x {1,2} x A~ 

These are normal-form edi ts since they are 
formed by set theoret ic  Cartesian products. I f  
the ~d i t  ej is formed with A i ,  i t  is said that  
f i e l  i is "not act ive"  in ed i t  ej An inact ive 
f i e l d ' s  value on a pa r t i cu la r  record can not 
cause the f a i l u r e  of the ed i t  in which i t  is 
inact ive.  For example, the record y_= ( 0 , I , 0 , 0 ,  
1,0) f a i l s  only ed i t  el ( i . e . ,  y_eel in the point 
set sense). Since f i e lds  1,4 and 6 are not i 
act ive in ed i t  I ,  one or more of f i e lds  2, 3, 
and 5 in y_ cause the f a i l u r e .  

One set of a l te rna t i ve  c i weights for  a given 
record could be the c i defined by 

c i = I / (No. times f i e l d  i act ive in fa i led  
edi ts + I )  . (4.3) 

Log ica l ly ,  the denominator of the above express- 
ion should be loosely related to the poster ior  

p robab i l i t y  of er ror  in f i e l d  i ,  at least  in the 
case of "well-behaved" acceptance regions. Then 
the proposed c i would be inversely related to th is  
p robab i l i t y ,  as one desires for  the MWFI minimi- 
zat ion. 

A second set of a l te rna t i ve  weights c i for  a 
given record might be defined by taking 

(No. times f i e l d  i act ive in passed ed i ts+ l )  
ci= (No times f i e l d  i ac t ive in fa i l ed  ed i t s+ l )  

(4.4 t) Here one considers both information which acts o 
augment the poster ior  p robab i l i t y  of f i e l d  i er ror  
( a c t i v i t y  in a fa i led  ed i t )  and information which 
acts to depress th is  p robab i l i t y  ( a c t i v i t y  in a 
passed ed i t ) .  I n t u t i v e l y  th is  a l te rna t i ve  bet ter  
u t i l i z e s  our par t ia l  information. 

There is one very important step that  must be 
taken before the c i weights defined by e i ther  
(4.3) or (4.4) can be employed. One can well 
imagine that  the locus of points speci f ied by a 
set of edi ts such as (4.2) could eas i ly  be spec- 
i f i ed  by several a l te rna t i ve  sets of ed i ts .  One 
must i n s i s t  on the invariance of the weights from 
(4.3) or (4.4) for  d i f f e ren t  representat ions of 
the edi ts .  For normal-form ed i ts ,  Liepins (1980) 
has shown that th is  requires the der ivat ion of a 
d i s j o i n t - s u f f i c i e n t  co l lec t ion  of ed i ts ,  fol lowed 
by a maximal co l lec t ion  of edi ts generated as a 
union of edi ts from the d i s j o i n t - s u f f i c i e n t  co l -  
lec t ion  whenever such a union resul ts  in a normal- 
form ed i t .  I t  can be shown that  the e x p l i c i t  
edi ts of (4.2) resu l t  in a set of 18 maximal ed i ts .  

5. A SIMULATION STUDY 

This section reports on the procedure and re- 
su l ts  in an extensive s imulat ion comparing three 
sets of a l te rna t i ve  c i weights in the MWFI pro- 
blem. These a l te rna t lves  are defined as fol lows" 

Method I :  c i = 1 for  a l l  i .  This is equiva- 
len t  to assuming equal p r io r  proba- 
b i l i t i e s  of er ror  in each f i e l d .  

Method 2: c i defined by (4 .3) ,  with a scal ing 
adjustment so that  min c i = I .  

1 
Method 3: ci defined by (4 .4) ,  with a scaling 

adjustment so that min c i = I .  
1 

5.1. Procedure 

A f low chart  of the procedure executed to 
simulate the use of the three a l te rna t i ve  sets of 
c i weights in the MWFI er ror  l oca l i za t ion  pro- 
blem is given below. Each execution of the pro- 
cedure produced I0,000 records that  fa i l ed  one or 
more of the e x p l i c i t  edi ts in (4.2) by perturbing 
(adding errors to) generated records that  fa i l ed  
none of the e x p l i c i t  ed i ts .  Thus, the f i e lds  in 
er ror  were known de te rm in i s t i ca l l y  and could be 
compared against the various MWFI solut ions.  

The resu l ts  in th is  paper were produced by the 
execution of the procedure three times under the 
fo l lowing design: 

A. Probab i l i t i es  of e r ro r  in each of 6 
f i e l ds  ".05 during er ror  generation. 

B. Probab i l i t i es  of er ror  in each of 6 
f i e lds  . I0  during er ror  generation. 
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c. P robab i l i t i e s  of e r ror  in each of 6 
f i e l d s  .20 during e r ro r  generat ion. 

5.2. Results Format 

The s imulat ion resu l ts  are summarized in Table 
I .  There is a d i v i s i on  of the resu l t s  based on 
whether a generated erroneous record f a i l ed  2 or 
fewer maximal ed i ts  or f a i l ed  3 or more maximal 
ed i ts .  This s p l i t  was motivated by the pat tern 
one sees -method 1 and method 2 give the same 
resu l t s  when 2 or fewer maximal ed i ts  are f a i l e d .  
In re t rospec t ,  one can demonstrate th is  fac t  
qui te eas i l y  conceptual ly  in terms of the min- 
im in iza t ion  problem as expressed in the abst rac t .  

Before the summary s t a t i s t i c s  in Table 1 are 
def ined,  the fo l l ow ing  terms must be def ined: 

Solut ion = set S of f i e l d s  to change to 
minimize ob jec t ive  funct ion subject  to 
changed record being acceptable. 

Exact match = so lu t ion  where S contains 
a l l  the f i e l d s  known to be in e r ro r ,  but no 
other f i e l d s .  

Par t ia l  match = so lu t ion  where S contains 
some or a l l  of the f i e l d s  known to be in 
e r ro r ,  but no other f i e l d s .  

Three of the summary s t a t i s t i c s  in Table 1 
are a l t e rna t i ve  success indices which w i l l  range 
from 0 to 1 - no success to to ta l  success to 
to ta l  success, respec t i ve ly .  They have the f o l -  
lowing d e f i n i t i o n s :  

Average success index 1 = cumulative success 
index 1 div ided by number of records, where 
cumulative success index 1 is formed by 
adding one div ided by the number of solu- 
t ions when there is an exact match fo r  a 
p a r t i c u l a r  record. 

Average success index 2 = cumulative suc- 
cess index 2 div ided by number of records, 
where cumulatiave success index 2 is formed 
by adding the proport ion of errored f i e l d s  
i d e n t i f i e d  div ided by the number of solu- 
t ions when there is a pa r t i a l  match fo r  a 
p a r t i c u l a r  record. Cumulative success 
index 1 is a subset of cumulative success 
index 2. 

Average success index 3 = cumulative success 
index 3 div ided by number of records, where 
cumulative success index 3 is forme'd by 
determining the proport ion of f i e l d s  correc-  
t l y  dea l t  wi th over a l l  so lu t ions ,  i . e . ,  
f i e l d s  suggested to be in e r ro r  that  were or 
f i e l d s  suggested not to be in er ror  that  
were not. Index 3 is thus a f i e l d  re lated 
index, whereas indices 1 and 2 might be 
ca l led so lu t ion  re la ted indices.  

Other Table 1 summary s t a t i s t i c s  are: 

Average number matches = cumulative number 
matches div ided by number of records. 

Average number so lu t ions = cumulative number 
so lu t ions div ided by number of records. 

Matches/solut ion = cumulative number matches 
div ided by cumulative number so lu t ions .  

Four of the above summary s t a t i s t i c s ,  the 
three success indices and the matches/solut ion,  
are provided as conceptual ly  s im i la r  s t a t i s t i c s  
fo r  the comparison of the 3 methods of  choosing 
the c i weights. 

5.3 Discussion of Results 

The general s imulat ion summary in Table 1 dem- 
onstrates the strong dependence of the summary 
s t a t i s t i c s  on the p r o b a b i l i t y  of er ror  in each 
f i e l d  during data generat ion. A l l  summary sta-  
t i s t i c s  de te r io ra te  ( i . e . ,  dec l ine,  except fo r  
average number so lu t ions)  not iceab ly ,  in the 
face of increases in th is  p r o b a b i l i t y  except fo r  
average number of so lu t ions in the 2 or fewer 
ed i ts  f a i l ed  case, which is bas ica l l y  constant.  
I t  should be noted that  the actual proport ions 
of e r ro r  in the I0,000 generated records were 
.198, .230, and .295 in the .05, . I0 ,  and .20 
cases, respec t ive ly .  Clear ly  every record must 
have at leas t  one f i e l d  in er ror  to f a i l  an 
e x p l i c i t  ed i t .  Thus, the minimum actual pro- 
por t ion of e r ror  in the s imulat ion is I /6  = .167. 

How do the three methods of determining the 
c i weights compare? The patterns that  ar ise in 
the summary s t a t i s t i c s  of Table 1 may be de- 
scribed in the fo l low ing  ways: 

Average number exact matches: Method 1 always 
produces the most exact matches, fol lowed 
c lose ly  by method 2, whi le method 3 produces 
subs tan t i a l l y  fewer exact matches. This sta-  
t i s t i c  by i t s e l f ,  however, means l i t t l e  in 
method comparison since the number of solu- 
t ions produced is a primary fac to r  in f ind ing  
matches. Method 3 produces r e l a t i v e l y  more 
exact matches when 2 or fewer edi ts  are 
f a i l e d ,  as does method 2 to a lesser extent.  

Average number so lu t ions :  Method 3 produces 
many fewer so lu t ions in general, about ha l f  
the number fo r  each of the other two methods, 
which do not d i f f e r  g rea t l y  in terms of th is  
s t a t i s t i c .  Method 3 produces even fewer 
so lut ions in a r e l a t i v e  sense when 3 or more 
edi ts  are f a i l e d .  

Average success indices:  The three success 
indices fo l l ow  b a s i c a l l y  the same pat tern.  
Thus, one may discuss them as a group. 
Method 3 is always the most successful meth- 
od as judged by these indices.  Method 3's 
higher success indices come from the records 
wher 2 or fewer edi ts  are f a i l e d .  Methods 1 
and 2 are p r a c t i c a l l y  inseparable based on 
success indices.  

Matches/solut ion:  Method 3 is un i formly 
judged the best by th is  s t a t i s t i c  regardless 
of other fac tors .  Method 2 is judged second 
best by a narrow margin over Method I .  

Overall one sees some s t a t i s t i c a l  evidence that  
method 3 is an improvement over method 1 whi le 
method 2 gives resu l ts  that  look very much l i ke  
those fo r  method I .  The demonstration of method 
3 s u p e r i o r i t y  is hardly conclusive,  however, and 
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cer ta in ly  not strong enough to indicate great 
practical signif icance above and beyond the 
apparent s ta t i s t i ca l  signif icance. 

6. CONCLUSION 

This paper has been a useful piece of research 
for the authors not so much because of the ques- 
tions i t  has answered, but because of the ques- 
tions i t  has raised. This is not surprising in 
retrospect, as the paper reports the f i r s t  exten- 
sive empirical experience with the MWFI error 
loca l izat ion process that the authors are aware 
of. 

One question raised centers upon the simula- 
t ion procedure. Errors were generated for a l l  
f ie lds  simultaneously in ef fect .  The probabi l i ty  
of error in each f i e ld  was not necessarily as 
was input to the generation process i n i t i a l l y  
since the generation process was repeated unt i l  
the record fa i led one or more e x p l i c i t  edits. 
Should one drop this stochastic entry of errors 
which is not rea l ly  being control led as one 
might think in favor of perhaps exhaustive exami- 
nation of a l l  possible error combinations with 
al l  possible acceptable records? 

A second'obvious question is how meaningful 
are the success measures that have been ut i l i zed? 
The authors have c lear ly  expressed some uncer- 
ta in ty  over this in presenting three separate 
success indices and the matches/solution 
s ta t i s t i c .  

Many other questions are raised that f i n a l l y  
relate to the single broader question, "How spe- 
c i f i c  are the results to the example employed?" 
There seems to be a need to characterize a par- 
t i cu la r  automatic data edit ing problem. 

In conclusion, i t  is suggested that there is 
no question about one issue. An integrated 
approach to data edit ing requires that one come 
to grips with the so-called "error model", both 
in terms of the character ist ics of the error 
vector ~ and the d is t r ibu t ion  of the true record 
x in the acceptance region. 
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SIMULATION FLOW CHART 

" i ~ INPUT MAXIMAL EDITS 

. /  ,ooo ",., 

G E N E R A T E  D A T A  R A N D O M L Y  IN - 0 ,  1 " × ' 0, 1, 2 ~ x 

,O, 1} x ,O, 1 , 2 , 3 ' .  x .O, 1,21. x ;O, 1 , 2 , 3 :  IF F I E L D  

i HAS v i POSSIBLE VALUES, PROBABILITY OF EACH 
VALUE IS 1/v~. USE IMSL UNIFORM DEVIATE ROUTINE 
GGUBFS. 

i 
T ~,, GENERATED RECORD FALLS ONE ~,~ 

OR MORE EXPLICIT EDITS ? 

FI  
GENERATE ERRORS TO ADD TO RECORD WITH THE 
INPUT PROBABILITY OF ERROR IN EACH FIELD. THIS 
PROBABILITY UNIFORMLY DIVIDED OVER POSSIBLE 
ERROR VALUES (KEEP FIELD VALUE IN RANGE). USE 
IMSL UNIFORM DEVIATE ROUTINE GGUBFS. SAVE 
TRUE FIELDS IN ERROR. 

| 

ERRONEOUS RECORD = GENERATED RECORD + I 
GENERATED ERRORS I 

F ~ ERRONEOUS RECORD FALLS ONE 
OR MORE EXPLICIT EDITS ? 

_ /  900 > 
- ~  K- -  1,3 

UPDATE SUCCESS INDICES 2 AND 3, AND '1 
CUMULATIVE NUMBER OF SOLUTIONS. ! 

F ~ ONE SOLUTION MATCHES THE 
TRUE FI'ELDS IN ERROR ? 

OF 

OOTP T 1 
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No. Edits 
Failed 

2 
or 
fewer 

Prob. Error 
Fac h Field 

Number 
Record s 

• 05 8391 

• 1o 8160  

. 2 o  7664  

Method Average Average 
Success Success 
Index I Index 2 

I .396 .437 
2 .396 .437 
3 •433 •478 

I .333 •409 
2 .333 .409 

.363 .444 

I .22~ .~54 
2 •~28 .354 
3 .249 .383 

Average Average 
Success Number 
Index 3 Matches 

• 799 .848 
• 799 .848 
• 814 .509 

• 776 •712 
.776 .712 
.789 .430 

,724 •4R8 
.724 .488 
• 737 .292 

= . _  . _ =_ 

Averagu Mat(-he~/ 
Number Solul  I on 
So lu t ions  

2.56 .560 
2.36 .360 
1.22 .418 

2. $4 .5()4 
2.54 .304 
1.22 .355 

~. -52 .21() 
2.52 .210 
I .21 .241 

3 
or 
more 

General 

• 05 1609 

• IO 1840 

.20 2356 

. O 5 I OOOO 

. I O I OOOO 

.20 I OOOO 

I .410 .451 •790 •828 2• 58 .548 
2 .409 • 451 .790 ,804 2.21 . ~64 
3 .412 .453 •791 •421 I •07 .396 

I •327 •396 •750 •712 2.71 ,>-65 
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I. General slmulatlon summary. 
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