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i. INTRODUCTION 
In a n  effort to improve the quality of 

the 1980 Census data, every mail-returned ques- 
tionnaire and, in many eensus districts, every 
enumerator filled questionnaire undergoes and 
extensive clerical edit in the district office. 
The main purpose of this edit is to identify the 
questionnaire items still requiring responses; 
such questions have either not been answered or 
have been answered incompletely or inconsistently. 
After these unacceptable items have been identi- 
fied, those questionnaires exceeding a specified 
tolerance with regard to the number of unresolved 
questions are sent on to a second phase fol!owu p. 
This second phase followup operation consists of 
either an office telephone interview, or, if 
telephone followup is not possible, a personal 
interview to recover the missing information. 
The information not obtained during the second 
phase followup is usually imputed from a similar 
record during the final computer editing and 
imputation procedure. 

Due to the complexity of the editing 
instructions and the unavailability of qualified 
edit clerks (or editors), high error rates are 
expected for the edit operation. The most com- 
mon error of edit clerks is failure to mark an 
item requiring further followup for followup. 
As a result, the missing information, which might 
have otherwise been obtained, is ultimately im- 
puted during the final stages of processing and, 
thus, imputation error is introduced in the final 
census results. 

In order to assess the impact of editing 
errors on the total mean square error of census 
statistics, a survey error model is needed which 
practically describes the complex nature of the 
errors. The usual models for nonsampling errors, 
such as those proposed by Hansen, Hurwitz, and 
Bershad (1961), Fellegi (1964), or Hartley and 
Biemer (1978), do not sufficiently describe the 
interrelationships between editor errors, re- 
sponse errors and imputation errors. For ex- 
ample, the interpretation of a small or large 
correlated component for editors (or editor 
variance) is not clear in the context of these 
models; nor is the effect of high editor error 
rates on total mean square error. 

This paper presents a survey error model 
which describes the interrelationships of editor 
error, imputation error, response error and 
sampling error in surveys similar to the census 
long-form survey. Under this proposed model, 
the total mean square error of the sample mean 
is derived and examined. In addition, the ex- 
pected value of the usual correlated component 
estimator (or, equivalently, the ANOVA between 
editor variance estimator) is derived and the 
usefulness of the model for interpreting the 
magnitude of this estimate is demonstrated. 

The results presented are applicable to 
most nonresponse imputation procedures including 
the census "hot-deck" procedure. Although the 
assumptions for the type of survey and the 
survey error was specified for census applica- 
tion, the model can be adapted to other types of 

surveys employing a clerical edit as a quality 
control. Moreover, this technique for modeling 
the errors of editors is applicable to other 
sources of error of similar nature such as inter- 
viewer error (see section 5.3). 
2. THE MODEL 
2.1 Notation and Assumptions 

Consider a population of N units and one 
particular item in the survey. Suppose that the 
population is divided into two distinct strata. 
Let Stratum i, referred to as the "fail-edit 
stratum," consist of all units in the population 
for which either 

a) no measurements would be 
obtained if the unit happened 
to fall into the sample, or 

b) measurements would be obtained 
that would require some type 
of action by an edit clerk - 
for example, inconsistent 
responses. 

Let Stratum 2 consist of those units for 
which measurements would be obtained requiring 
no action by an edit clerk. 

This division of the population into two 
strata is a generalization of the concept of a 
nonresponse stratum found in the sample survey 
literature on nonresponse adjustment (see eg. 
Cochran (1977), page 360). More sophisticated 
models for nonresponse have been proposed (see, 
eg., Platek, R., Singh, M.P., and Tremblay, V., 
(1977); however, the simplicity of the "stratum" 
concept is well-suited for the purposes of this 
investigation. 

For1980 Census application, Stratum 1 
and gtratum 2 refer only to nonresponses and 
responses obtained up to the time of the edit 
operation. For example, Stratum 1 includes re- 
spondents who initially would not respond to 
the census item, but would respond at the second 
phase of enumerator followup which follows the 
clerical editing operation. 

Suppose a simple random sample of n units 
is drawn from the population and let K denote 
the number of edit clerks that are available for 
the survey. The sample is split'randomly into K 
mutually exclusive and exhaustive subsamples, 
each containing m = n/K units (it is assumed for 
convenience that K divides n evenly).' Each sub- 
sample is assigned to one of the K edit clerks 
for editing. 

The following notation may now be defined" 
N I = number of units in Stratum 1 

for the population 
n I = number of units in Stratum 1 

for the sample, 
talk = number of units in Stratum 1 

in the k-th edit clerk's 
assignment, 

m2k = m - m~k , number of units in 
Stratum 2 in the k-th edit 
clerks assignment 

^ nx, the proportion of sample 
n units belonging to Stratum i; 
referred to as the "sample edit 
failure rate." 
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The quantities n,, $ and mxk (k=l .... K) 
are random variables which depend upon the par- 
ticular sample selected. The quantities mxk 
(k=l,..,K) also depend upon the particular split 
of the sample into K subsamples. 
2.2 Definition of the Model 

To fix the ideas, suppose that the pre- 
scribed edit action for each unit in Stratum 1 
is to mark the item for further enumerator 
followup. 

If the edit clerk correctly marks a unit 
in Stratum 1 for followup, the recorded value 
for the unit is still subject to some nonsampling 
error. For example, a response error may be 
committed by the enumerator, the respondent, the 
coder, etc., or the followup enumerator may not 
be successful in obtaining the required informa- 
tion in which case the value for the unit is 
imputed and an imputation error is committed. 

If the edit clerk fails to mark a unit 
in Stratum 1 for followup, the recorded value 
for the unit is again subject to nonsampling 
error. For example, the values for these units 
may be imputed during the final stages of pro- 
cessing and an imputation error committed. 

Hence, the final recorded value for a 
unit in Stratum i may differ from the true value 
of the unit by some nonsampling error which de- 
pends upon the action of the edit clerk. 

Now, consider those units in the popula- 
tion belonging to Stratum 2, i.e., the units 
requiring no edit action. The edit clerk may 
incorrectly mark a good response for followup; 
however, this is not a serious error since, even 
if the unit were followed-up, the response would 
probably not change appreciably. It is, there- 
fore, assumed that these units are only subject 
to response errors committed by the respondent, 
the enumerator, etc. which do not depend upon 
the action of the edit clerk. 

These considerations can be expressed in 
terms of the following general model. Let Ykj 

denote the final recorded value for the j-th unit 
assigned to editor k and let x . denote the 

kj 
corresponding true value for the unit, usually 
unknown. Then 

(1) 
= X • + g • + Ykj kj 6kj kj 

(r) 
(i- ~ki)u ekj. 
if unit (k, j) belongs to 
Stratum 1 

(R) 
= x • + e • (2.2.1) 

Ykj  k O k j  

i f  u n i t  ( k ,  j )  b e l o n g s  t o  
S t r a t u m  2 

w h e r e  

~kj 

0 if edit c l e r k  k takes the p r e -  

~k; d = scribed action, 
1 if edit clerk k does not take the 
prescribed action 

(i)  the deviation of Yk" from x, . if edi- 
= tor k fails to takedthe preSCribed 

action (referred to as "imputation 
error" ) , 

~kj 
(F) 

- the deviation from x . if editor 
- kj 

takes the prescribed action (re- 
ferred to as "followup error"), and 

(R) 
k j  = t h e  r e s p o n s e  e r r o r  f o r  u n i t  ( k ,  j )  

in StPatum 2 
The error term e .(F) may be a combination 

kj (I) 
of two errors - imputation error, e . and re- 

(R) kj 
sponse error, e . . For example, assuming that 

kj 
the prescribed action for each unit in Stratum 1 
is to mark the item for enumerator followup, two 
outcomes can occur when an editor clerk takes 
the prescribed action: 

a) the unit is followed-up success- 
fully in which case the old 
value of the content item is re- 
place by a new value which is 
subject t o  r e s p o n s e  e r r o r s ,  o r  

b )  t h e  u n i t  i s  n o t  f o l l o w e d - u p  i n  
w h i c h  c a s e  t h e  v a l u e  o f  t h e  c o n -  
t e n t  i t e m  i s  i m p u t e d .  

(F) 
H e n c e ,  ~ . m a y  b e  e x p r e s s e d  a s  

(F) k j  ( i )  (R) 
. ~ . + ( 1  ) ¢ • 

kj = Xkj kj - Xkj kj 
(2.2.2) 

where 
~if unit (k, j) is follow- 

=~up successfully 
Xkj ]i if unit (k, j) is not 

~ollowed-up successfully. 
Assumptions Made 

The assumptions made for the model are 
I. For a given editor k, 6, . 

and 6ki are independent KJ 

for all i ~ j. 

2. Pr (~kj =llk) = Ck 

(k  = 1 . . . .  K) f o r  a l l  
j ,  r e f e r r e d  t o  a s  t h e  " e r r o r  
r a t e "  o f  t h e  k - t h  e d i t o r .  

3 .  @ 1 , . . , ¢  K i s  a r a n d o m  s a m p l e  

f r o m  a n  i n f i n i t e  p o p u l a t i o n  
o f  e d i t o r  e r r o r  r a t e s  w i t h  
m e a n  ¢ a n d  v a r i a n c e  o 2 . ¢ 

4 .  The n o n s a m p l i n g  e r r o r s  
(I) (F) (R) 

. , e . and E . 
kj kj kj 

are random variables with 
conditional expectations, 
variances, and covariances 
given the sample edit fail- 
ure rate, @, as follows: 

(i) 
(i) E (¢kj" I@) = BI; 

(i) 
V a r  (e  . I@) = o ~  , 

k J  
(F) 

(ii) E (~ . I~) = BF; k j  
(F) 2 

V a r  ( ~  . I ~ )  = o 
kg F ' 
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(iii) E (E .(R) I~) = BR; 
kj  

Var(e  .(R)I~) = ~ ,  
kj  

(x) (F)I~) = (iv) Coy (~ . 
kJ ' ehi 

OiFOiOF , (k,  j) ~ (h,  i), 

(I) (R) l~)  = (v) Coy ( c k . J ' ~hi 

(k,j) ~ (h,i), PIROI°R , 

( F )  (R)  l ~ )  = (vi) Coy (~ 
kJ ' ehi 

PFROFOR , ( k , j )  ~ (h,i), 

(vii) Coy (x., (I) 
kJ Chi I~ ) = PxI °x°I 

if (k,j) # (h,i), = P*xI °x °I if 
(k,j) = (h,i) 

(viii) Cov (x., (F) 
kj Chi I~) = PxFOxOF 

if (k,j) ~ (hi), ' = P*xF ox°F if 
(k,j) = (h,i), 

(R) 
(ix) Cov (Xkj , ehi I~) = PxROxOR 

if (k,j) ~ (h,i) = p%ROxO R if 
(k,j) = (h,i) 

The expectations in (4) are taken over: 
(i) all possible samples of size n having n~ 
units in Stratum i, (ii) all possible splits of 
the sample into K subsamples of m units and re- 
sulting values of m~k (k=l .... K), (iii) all 
possible samples {¢I,..,¢K} from the infinite 
population of editor error rates, (iv) the infi- 
nite population of hypothetical edit trials for 
a given unit, and (v) the infinite population of 
response errors resulting from enumerators, 
coders and other field and office personnel whose 
effects are present in all three error terms 

(I) (F) (R) 
• c . and e . . kj  ' k j  k j  

F i n a l l y ,  i n  o r d e r  t o  s i m p l i f y  t h e  s u b s e -  
quen t  d e r i v a t i o n s  and t h e  i n t e r p r e t a t i o n s  o f  t h e  
r e s u l t s ,  i t  i s  f u r t h e r  assumed t h a t  

5. ~kj i s  i n d e p e n d e n t  o f  t he  e r r o r s  

(R) (I) and e h (F) for all 
Chi ' ehi i 
(k,j) and (h,i) 

However, the last assumption is relaxed 
in section 3.2 and the consequential changes to 
the derived formulae are discussed in the main 
paper. 
3. THE MEAN SQUARE ERROR 0FTHE SAMPLE MEAN 

The true mean Of the population is 

-- i ~ xt x =Nt=~ (3 1) 
for which the usual sample estimator is 

K m 
- 1 

Y = ~ k~, j~1Ykj , (3.2) 

the sample mean. 
(i) 

Denote by Ykj , the j-th unit in the 

k-th edit clerk's assignment belonging to 

(2) 
St r a tum 1 and deno t e  by Ykj , t h e  j - t h  u n i t  o f  

t he  k - t h  e d i t  c l e r k ' s  a s s i g n m e n t  b e l o n g i n g  to  
Stratum 2. 

Then (3.2) may be rewritten as 

-- i K ~Ik (i) i kK ~2k (2) 
Y = nk=~1 j=, Ykj +n ~ j=~ Ykj (3.3) 

where mlk _ and m2k _ are as defined in section 2.1. 

In the remainder of this section the mean 
square error (MSE) of (3.3) is derived using 
the following formula: 2 

MSE (y) = E ( y -  X) 
= E^(B 2) + V a r ( ~ ) + E ^  ( V a t )  

y w e 

+ 2E^ (B E (x-X I ~)) (3.4) 
Y 

where 
B = E ( y -  x I ~) and 

Y 
Var = V a r ( y  I ~) - V a r ( x l  ~)-  

E 

The main emphas is  o f  t h i s  s t u d y  i s  on i n -  
vestigating the structure of B , the nonsampling 
bias term, and Var c, the nonsa~pling variance 

term. The last term in (3.4) is not examined. 
However, if it can be assumed that the last term 
is (3.4) is small relative to the remaining 
terms (an assumption that seems justified for 
large n) then the mean square error of y may be 
written approximately as 

MSE(y) " E^ (B2)+Var (~ )  + E ^ ( V a r  ) 
y ~ c 

= ( B i a s ) 2 +  Sampl ing  + 
V a r i a n c e  

( 3 . 5 )  
Nonsampl ing  
V a r i a n c e  

3 .1  The Bias  o f  t he  Sample Mean 
From (2 : '2 .1 )  and ( 3 . 3 )  i t  f o l l o w s  t h a t  

mlk Ckj( I ) -- -- i Z ( + 
E ( y - x  I ~ ) = H  E j ~kj 

(F) ~} 
( 1 - ~ k j )  ~kj" ) I 

i K m (R) 
+ -E(k~n , j 2k, ekj. [ ~) (3.1.1) 

Letting ml = (mll ..... mlK) it follows from 

the relationships in the appendix that the first 
term on the right above is 

1E K mlk (I) (F) 
--n ~ikZ Z E( ~kj ~ kj" + ( l-~kj ~ )c kj" I~I' $) 

J 

= !E (n I ¢B I +nI(I-¢)BFI~) ( 3 . 1 . 2 )  
n ~1 

where E ( . I m . , ~ )  d e n o t e s  t h e  e x p e c t a t i o n  ove r  a l l  
s o u r c e s  o f  v a r i a t i o n  named i n  s e c t i o n  (2 .2 )  w i t h  
~1 and ~ h e l d  f i x e d  and Eml d e n o t e s  e x p e c t a t i o n  

ove r  a l l  p o s s i b l e  v a l u e s  o f  ~1 w i t h  ~ h e l d  con-  

s t a n t .  But B I and B F do n o t  depend upon t h e  

s p l i t  o f  t h e  sample i n t o  e d i t  a s s i g n m e n t s  and 
a r e ,  t h e r e f o r e ,  i n d e p e n d e n t  o f  ~1 so t h a t  
(3.1.2) is 

~(¢ B I + (1-@) BF). ( 3 . 1 . 3 )  
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Similarly, the second term on the right in 
(3 .1 .1 )  is 

1 E E (~ m2k (R) 
-- Z ¢ . Iml , f  ) = (l-f)B F. (3 .1 .4 )  
n ~1 k j kj 

Hence, combining (3 .1 .3 )  and ( 3 . 1 . 4 )  
Bias(y)= E^ {B } 

Y 

where B =f (¢B + (I-¢) B ) + (l-f) B R (3.1.5) 
y I F 

This result shows that the usual sample 
estimator of X is biased and that this bias is a 
weighted sum of the imputation bias, the followup 
bias and the response bias. 

An important special case of th~)result 
asummes that the followup error, ~kj , has the 

structure (2.2.2). If it is also assumed that 
the random variables Xkj are independent of each 

other and of the errors Ehi (I) and 
~..(F) 

for all 

(k,j) and (h,i) then the conditionaln~ias, B F, 
may be written as 

B F= ~B I + (l-X) B R (3.1.6) 

where ~ =Pr (kk~ = i) is the probability that an 

item marked for followup is not successfully 
followed-up, i.e., the "followup error rate." 
Now using (3.1.6), 

B = f (¢ + ( 1 - ¢ ) k )  B + y I 
[ 1 - f ( ¢  + (I-¢)X)]B R ( 3 . 1 . 7 )  

This result shows that for this special case 
the bias of ~ is due only to response bias, B R, 
and imputation bias, B I. Furthermore, the 

weight given to each bias depends upon the edit 
failure rate, f, the average editor error rate, 
¢, and the followup error rate, k. 
3.2 The Nonsampling Variance of the Sample Me a q 

Now consider the  nonsampling variance term 
in (3.5). 

Var(y [ f ) a  Varml ( E ( Y I ~  1, f) l f )  + 

E l ( V a r ( ~ l m l ,  ~) I f ) .  ( 3 . 2 . 1 /  

But, from s e c t i o n  3 .1 ,  E ( y [ m l ,  ~ ) does not  
depend upon ~1 so the f i r s t  term on the  r i g h t  in  
(3 .2 .1 )  i s  zero .  

Since simple random sampling is assumed 

-- n S 2 
- /n Var (x) = (1 ~ )  x 

2 N _ 2 
S =t_Z_ ( x t - X )  / (N-I). (3.2.2) 
x I 

It is shown in the main paper that 

MSE (~) =E$ (f(¢B I + (1-¢) B F) + (l-f) BR) 2 + 

1 m-i 1 
(l-~)n S2x/n+E^~ f2 (n I Vl + -~- K CE + 

n 2 -i 1 V2 + C22) + (3 .2 .3 )  nl-____! 1 C11 ) + (l-f) 2 (n2 n 2 
nl 

2~ ( l - f )  c~2 

where 
2 2 

Vz = ¢ (I-¢)(BI-B F) + (i-¢)o F 

2 ¢ PxI CxCI +2 (i-¢) * PxF Cx °F' 

2 [(B -BF )2 2 2 _ 2 c I o F ] C E = o¢ I + PlCl +pF°F PlF ' 

C, 1 ~2 2 2 2 
= PlOl + (I-¢) PF OF + 

C22 

2 ¢ (I-¢) PIF °I OF + 2 ¢ PxI OxOi + 

2(1-0)  PxF ° x ° F '  V2 = OR + 2 PxR °x OR' 
2 

= PR OR + 2PxR °x OR' and 

C'2= PxR °x°R + ¢ (pIR °I OR + PxI °xOI ) + 

(I-¢)(PFR OF OR + PxF °x°F)" 

The term V I is analogous to what is usually 
termed the simple response variance for the fail- 
edit stratum. Likewise, V 2 is the simple re- 
sponse variance for Stratum 2. The term C_ rep- . 
resents the between editor variability, sometlmes 
referred to as the editor correlated component of 
response variance. The terms C,~ and C22 repre- 
sent the correlated measurement variances for 
Stratum 1 and Stratum 2, respectively. C** re- 
flects the contribution to the total variance due 
to imputation and followup errors. C22 reflects 
the contribution due to response errors. Final- 
ly, C~2 is the between strata nonsampling covari- 
anc e. 

In section 2.2, it was assumed that the 
editor indicator variables, ~k~,a were independent 

~R), ehi(I) e (F) for all of the errors eh and hi 

(k,j) and (h,i). In some cases, however, this 
assumption does not hold. For example, with 
similar record substitution procedures, such as 
the "hot-deck" method of imputation, the imputa- 
tion error depends upon the pattern of response 
for the sample. This pattern of response is 
partially determined by the actions of the edit 

6k 's. There- clerks, or equivalently, by the j 

fore, in order for the model to be generally 
applicable, assumption (5) is now relaxed. 

Instead of (5) in section 2.2, it is now 
assumed t h a t  
5". the editor error rates Ok, (k=l ..... K) are 

(R) (I) 
independent of the errors E . , 

k 3 k~ 
(F) for all (k j). and ekj 

It is shown in the appendix that after re- 
placing a~sumption (5) with (5"), the formula 
for MSE (y) in (3.2.3) remains essentially un- 
changed - only the interpretation of the affected 

.components of bias and variance change. 
Define, for all (k,j), 

~ ( I )  ~ 2  ( I )  
BI=E(¢ • I = 1 f); o I =Vat (¢ . I 1 f) kj ~kj ' kJ ~kj = ' 

BF=E(e .(F)I6 =o fl; ~2 (F) kj kj F = Var(¢ . I 6 f) ' kj kj=O' 

~, ~ ( I )  

Pxl OxO I =E (¢kJ" Xkj. 16ko~ = l,f) 
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PxF °x°F =E (E (F)x kj kj I~kj =° '  ~) (3.2.4) 

and, for all (k,j) ~ (h,i) 

(i) (I) = i ~ ) 
~i~i =Cov (~kj ' ehi l~kj = 6hi ' 

~ ~2 (F) (F) 
PFOF=COv (c . I = =0 ~ ) kj ' ehi ~kj ~hi ' 

~ ~ (i) (F) 
PIF °I°F =C°v (~ " I = 1 =0 ~) kj ' ~hi ~kj ' ~hi ' 

with analogous definitions for 

~xiOx~i , ~xFOx~F , PiROiOR and PFROFOR • 
(I) 

The term BI is the average value of e 
kJ 

over those edit trials for unit (k,j) in which 
the edit clerk does not take the prescribed ac- 

2 rich. The term PFOF is the covariance between 

the followup errors for two units over all edit 
trials in which the edit clerk(s) took the pre- 
scribed action• Similar interpretations apply to 
the remaining terms. 

In the appendix, it is shown that if assump- 
tion (5) is replaced by (5"), the resulting for- 
mula for MSE (~) is still (3•2.3) except that the 
corresponding components are replaced by those 
in (3.2.4). However, the notation of (3.2.3) 
will continue to be used in the sequel as a mat- 
ter of convenience. 
4. THE EDITOR COVARIANCE COMPONENT 
4.1 Interpretation 

The component of variance which can be 
attributed to the correlation between units with- 
in an edit clerk's assignment is 

2 2 2 2 

C E= o ¢ [(B I-B F) + Pl°l + PF °F- 2PlF °l OF ]. 
(4.i.i) 

C E may also be interpreted as the between editor 
variance component. Note that this component 
will be zero if o: = O, i.e. if all editors have 

the same error rate, ¢k" 
(F) 

Consider the special case in which E . has kj 

the structure given by (2.2.2). Assuming a uni- 
form followup error rate k, defined in (3.1.6), 
applies to all enumerators, it can be shown that 
under assumptions similar to those in section 2.2, 

2 2 

= - + PlOl + PROR - 2PlROlO R] 2 (i_X)2 [(BI BR )2 C E o¢ 

(4.1.2) 
2 

The term (B I-B R) is large in many cases 

since this is the squared difference between im- 
putation bias and response bias. Hence, one can 
usually assume the term in brackets is large and, 
therefore, if C E is small, the product (l-k) 2 o 2 

is small. ¢ 
Thus, if there is considerable variability 

between edit clerks in their error rates and if 
a large proportion of those units marked for 
followup are successfully followed-up, C E will 

be large• Conversely, a small C E implies that 

either (a) there is little variability between 

edit clerks, (b) the second phase followup is 
not effective or (c) both (a) and (b). 

The quantity k can be easily estimated from 
the survey data by 

= I- # °f units successfully followed-up 
# of units marked f0r followup (4.1.3) 

However, in order to estimate o 2 ¢, the edit 

error rates, Ck, must be estimated which essen- 
tially requires re-editing a sample of units 
from each editor's assignment. 
4.2 An Estimator of Editor Covariance 

The usual analysis of variance estimator of 
the between editor component is 

= . i k~, j (4.2.!) 
°E k i K-I - ~ m-i 

m 

- 1 .7. . This estimator is now where Yk. = m j=, Ykj 

shown to provide biased estimate of ~2 CE" 
^2 

However, since the relative bias of o E is of 
1 

order-, it can be ignored for sufficiently large 
sample n. 

In the main paper, it is shown that the 
expected value of the between editor variance 
component, ^2 o E , is 

^2 2 

E(OEI~) = ~ C E 

~(1-~) 
n 

(KK_-'~) [Cl1+ C22 - 2C12 

+ (¢B I + (i-¢) BF-BR )2] 

or, for large n, 

= ~ C E • (4.2.2) 

Combining the results of the previous section 
with (4.2.2), one notes that a small value for 

2 
a E does not necessarily indicate that there is 

little variability between editors. In fact, a 
2 could be the result of (a) a small fail- small o E 

edit stratum in the population and consequently a 
small $, (b) a small success rate (l-k) for the 
post-edit followup enumeration, (c) homogeneity 
among editors in their failure rates, (o: = 0), 

T 

or (d) any combination of the above. However, if 
can be determined from the sample and if k is 

estimated as in (4.1.3) then, for $(I-~) ~ 0, 
^2 2 
OE/[~(I-~)] is an estimator of 

2 2 2 2 

o¢ [(B I-B R) + Pioi + PR PR - 2PIR°I°R] (4.2.3) 

assuming that (2.2.2) holds. Thus, under the 
assumptions for this model, a small value for 
^2 
OE/[~(I-~)]2 could imply homogeneity among edi- 

tors in their failure rates. 
5. SOME APPLICATIONS OF THE MODEL 
5.1 The Nature of Edit Error 

As part of the 1980 Census Evaluation 
Program, an experiment was performed during the 
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census in a sample of centralized district of- 
fices to estimate the components of variance due 
to editors, telephone followup clerks and their 

interaction, (see Katzoff and Biemer (1980)). 
Using the method of interpenetrated work assign- 
ments, data was collected which will allow the 
estimation of these components when the census 
long-form data becomes available. 

A model such as the one proposed in this 
paper will be used to interpret the ANOVA esti- 
mates of the target components from that experi- 
ment. In this way, survey operations specialists 
can acquire some insight into the nature of the 
errors. 

For example, suppose that for an item known 
to have a high error rate from previous experi- 
ence, an insignificant editor component is ob- 
served. Since this indicates homogeneous error 
rates among editors, some factors which affect 
all the editors uniformly might be suspected as 
the dominating cause of editor error, (e.g. editor 
training). Conversely, a statistically signifi- 
cant editor component would indicate that indi- 
vidual error rates vary among the editors. This 
could suggest that the high overall editor error 
rate is due to a nonuniformity in the quality of 
personnel hi.red for the office edit operation. 
This broad classification of editing error could 
be the first step toward improving the clerical 
edit in future censuses and surveys. 
5.2 Human vs Computer Editing 

The proposed model can be a useful device 
for comparing various alternative methods for 
editing survey data. As an example, consider 
comparing a computer automated edit operation 
against the present human edit operation for 
future census use. 

2 = 0 for the computer editing Note that o~ 

method so that C E = 0 in (3.2.3). However, CA' 

the error rate for automated editing may be con- 
siderably higher than CH' the average error rate 

for human editing, for the same fixed cost. But 

even if CA >¢H' the mean square error for auto- 

mated editing may still be less than that for 
human editing. Some study which, for fixed cost 
compares (3.2.3) for the two methods or, for 
fixed values of (3.2.3) compares the relative 
costs of the two procedure could be helpful in 
determining the more efficient method of editing. 
5.3 A Model for Interviewer Error 

Besides biasing the responses of respondents, 
interviewers may also discourage responses of any 
type from a respondent, i.e. they may encourage 
nonresponses. In some cases, the interviewer may 
accept a refusal or a "don't know" too readily, 
or fail to followup a "not-at-home". The impact 
of these interviewer errors can be examined by 
postulating a model for the population similar 
to the model of section 2. 

The method for modifying (2.2.1) for use in 
describing the errors of survey interviewers is 
now briefly mentioned. Consider a population of 
N units and a simple random sample of n units. 
It is not necessary to assume two strata for the 

population. Let the sample be split as before 
into K subsamples and suppose each subsample is 
assigned to one of K interviewers for the survey. 

Consider the model, similar to (2.2.1), 
(I) (R) 

Ykj =x . + (i )~ . . . kj ~kj ~ " + - (5 3 i) kj ~kj kj 
(I) (R) 

where Ykj' Xkj., ekj and Ekj. are defined in 

analogy to (2.2.1) for the j-th unit in inter- 
viewer k's_assignment and 

interviewer k fails to obtain if 
a response for unit (k,j) 

~kj= I0 if interview k obtains a response 
for unit (k,j). (5.3.2) 

The derivation and interpretation of the 
bias and variance components of MSE(y) will 
closely follow that of section 3 and will be pre- 
sented in a subsequent paper. Now the interpreta- 
tion of the so-called correlated component for 
interviewers is somewhat changed from the usual 
interpretation (see Biemer (1978)). This model 
allows the study of the impact of the interviewer 
"failure rate" on total variance. 

APPENDIX 
The appendix has been deleted due to lack of 

space. However, the main paper, which includes 
the appendix, is available upon request from the 
author. 
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