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INTRODUCTION 
The counting rule specifies the links between 

the population elements and the units in the 
sampling frame at which the units are eligible 
to be enumerated in a survey [Sirken 1974]. 
Traditionally, count'Lng rules have been adopted 
which have the property of uniquely linking popu- 
lation elements to sampling units so that every 
element is enumerable at one and only one unit. 
However, the survey design advantages of counting 
rules which permit the same elements to be enu- 
merated at more than one sampling unit are being 
increasingly investigated and exploited by net- 
work sampling and multiple frame sampling 
methods. 

The theory of multiple frame sampling and the 
theory of ne~ sampling were developed inde- 
pendently, but they are closely connected, 
though that connection has not heretofore been 
%nvestigated. Network sampling may be viewed 
as a generalization of multiple frame sampling, 
or alternatively, multiple frame sampling as a 
special form of stratified network sampling. 

From the latter viewpoint, multiple frame 
sampling assumes a set of frame specific counting 
rules which permit population elements to be 
linked to sampling units by different counting 
rules, but uniquely link every element to one 
and only one sampling unit by any given counting 
rule. Stratified network sampling also assumes 
a set of frame specific counting rules but it 
does not restrict the number of sampling units 
linked to a given population element by either 
the same or different counting rules. 

The purpose of this paper is two-fold. First, 
the definitions and notation which have been 
utilized in the literature to develop the theory 
and methods of multiple frame sampling and net- 
work sampling are to be consolidated and unified. 

Secondly, the multiple frame estimator pro- 
posed by Hartley (1962, 1974) is extended to 
include the situation in which the data for at 
least one of the sampling frames is collected 
via a multiplicity counting rule. This genera- 
lized Hartley estimator is analytically compared 
to the stratified sampling multiplicity estimator 
proposed by Sirken (1972). 

A detailed empirical example is presented 
for a dual frame survey in which it is assumed 
that the sampling unit for one frame is a house- 
hold and the sampling unit for the other frame 
is a telephone. This example is based on data 
presented by Thornberry and Massey (1978) from 
the N(]qS Household Interview Survey. 

It should be noted that all of the work pre- 
sented in this paper is restricted to the case 
of two sampling frames so as to avoid unneces- 
sarily complicating the presentation. The 
extension of the results to the case of more than 
two frames 'is straightforward but tedious and 
unenlightening. 

NOTATION AND DEFINITIONS 
let I = {I I, 12,... ,I N} denote the target 

population and let F 1 =.{hll , h12,... ,hiM_ l} and 
F 2 = {h21 , h22,... ,h2M2# denote two s~ling 

frames. The counting rules r I and r2, linking 
population elements in I to sampling elements 
in F I and F 2 respectively, are represented by the 
matrices 

[6ij I] and [6ij 2] where 

~ijk = I I if lj is linked to hki , i=1,2, 
k=l,2 
j=I,2,...,N 

0 otherwise 

The multiplicity of a population element with 
respect to a particular counting rule is the 
total number of sampling elements to which it is 
linked by the rule. Thus, the multiplicity of 
the population element Ii, with respect to the 
the counting rule rk, is~given by 

Sjk = ~ ~ijk, j=l, 2,...,N; k=l,2 . 
i=l 

The total multiplicity of lj is given by 

Sj. = Sjl + Sj2 , j=l, 2,...,N . 

A counting rule is said to be a multiplicity 
rule if the multiplicity of any population ele- 
ment is greater than one. If no population 
element has multiplicity greater than one the 
the rule is said to be a conventional rule. 

The coverage set of a counting rule is 
defined to be the set of population elements 
which are linked to at least one element in the 
sampling frame by the counting rule. Thus the 
coverage set for the counting rule rk(k=l,2) 
is given by 

Ck = {~j I Sjk_>I, I_<j_<N} ,k=1,2. 

The total c0verage se__!t of the counting rules 
r I and r 2 is C = C 1 u C 2 and the overlap 
coverage set is C12 = C 1 ~C 2 . It will be 
assumed throughout the remainder of this paper 
that C = I. It should also be noted that the 
overlap coverage set, C12 , is analogous to 
Hartley's (1974) overlap domain. 

In this paper four types of two frame sample 
survey situations are considered. Specifically, 
these situations are- 
Type I: C12 = @ and both r I and r 2 are 

conventional counting rules, 
Type II: C12 = @ and at least one of the 

counting rules is a multiplicity 
rule, 

Type III" C12 # @ and both r I and r 2 are con- 
ventional counting rules, and 

Type IV: C12 # ~ and at least one of the 
counting rules is a multiplicity 
rule. 

In the following section it is assumed that 
probability samples S 1 and S 2 are available from 
the two frames, however, the two sample survey 
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designs may be entirely different and in fact 
the two samples my not even be independent. 

ESTIMATORS FOR TWO-FRAME SAMPLE SURVEYS 
Assume that we want to estimate the aggregate 

N 
X = [ Xj where Xj is the value of the charac- 

j=l 
teristic of interest for the jth element of the 
target population and let the sample design be 
specified by the random vectors 

and 

where 

a_l = (all , a12,... ,aiM]). 

a_2 = (a21 , a22,... ,a2M2) 

aki = $ 1 if hki s S k 
L 0 otherwise 

and Pki = Pr { aki = I } > 0 

for i=1,2, ...,Mk, k=l, 2 . 

One of the multiplicity estimators suggested 
by Sirken (1972) is given by 

N 
X~ = ~I (ali/Pli) ~ 6ijl Xj/Sj. 

i=i j=1 

M 2 N 
~ij2 Xj/Sj. +i=~l (a2i/P2i). jX 1= 

= XSI + XS2 (I) 

This estimator is unbiased for X for all four 
types of two frame surveys. 

The multi-frame estimator proposed by Hartley 
(1964) assumed conventional counting rules and 
is only appropriate for Type I or Type III sample 
survey situations. Hartley's estimator can be 
written as 

X~ (k) = M ~I (ali/Pli) ~ ijl XJ 
i=l jsBI-B 2 

M~ 
+ ~- (a2i/P2 i) I ~ij2 Xj 

i=l jsB2-B I 

M1 
+ k ill (ali/Pli) I 6ij I Xj 

= jsBI2 

M2 
+ (l-k) il I (a2i/P2 i) ~ ~ij2 Xj 

= jgBI2 

= XHI + X}'12 + k XHI 2 + (l-k) ~.'21 (2) 

where BI, B 2 and BI2 are index sets defined as 

B k = {jlIjs C k} k= 1,2 

and BI2 = B 1 ~ B 2 • 

Hartley's estimator is unbiased for X in either 
Type I or Type. III sample surveys. 

The proposed generalized form of Hartley's 
estimator to include Type II and Type IV surveys 
is 

~I (ali/Pli) ~ ~ijl Xj/Sjl x~ 
(k.) = i=l jsBI-B 2 

+ M ~2 (a2i/P2i) ~ 6iJ 2 Xj/Sj2 
i=l jcB2-B I 

~ijl Xj/Sjl + k i=l~l (ali/Pli) j~BI 2 

M2 
+ (l-k) i~.l (a2i/P2i) .~ ~ij2 Xj/Sj2 

= j¢ BI2 

= X~+ X~2 + k X~I 2 + (l-k) X~I 2. (3) 

It is straightforward to verify that this esti- 
mator is unbiased for X for all four types of 
sample survey situations. 

Further it can be verified that the following 
relationships between the estimators (I), (2) 
and (3) hold, 

Type I" 

Type II: 

All three estimators are equivalent. 

Sirken's estimator and the genera- 
lized Hartley estimator are 
equivalent. 

Type III: 

Type IV" 

The estimators (2) and (3) are equi- 
valent and X~ - X~ (I/2). Furthermore 
the same ancillary information is 
required fDr all three estimators. 
Sirken's estimator and the genera- 
lized Hartley estimator are not 
equivalent and different ancillary 
information is required fDr the two 
estimators. Specifically, for X~ (k) 
the multiplicity of each sample 
element for its frame of enumeration 
must be known and it must be deter- 
mined if the element is a member of 
the o~erlap coverage set; for X~ the 
total multiplicity of each sample 
element is required. 
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OPTIMAL AltON PUR FIXED SLRVEY ODST 
Let W I and W 2 be the per unit cost for samples 

of size m I and m 2 from F I and F 2 respectively. 
Assume that the samples are selected indepen- 
dently from the two frames and there exist real 
numbers ~I, a2, 81, 82,~2, 821, YI2 andY21 
so that for all values of m 1 and m 2 

and 

Var (X{1) = al/m 1 
Var (X~2) a2/m2 
Var (X~) B11ml 
Var (X~) B2/m2 
Var ~2) Bl2/ml 
Var (X~ I) B21/m2 
Cov (.Y<~I, ~ 2) = YI 2/ml 
cov  (xd2, ~ 2 1 )  = ¥21/m2 • 

Then for a fixed total survey cost W, where 
W =Wlm 1 + W2m2, the values of m I and m 2 that 
minimize Var (Xs) are 

(Wl~l)½ * W 
ml= (W1) 

(Wla 1)½ + (W2a 2) 2 

* W (W2c@½ 

and m2 = (~2)  (Wl.~l)½ + . . . .  (W2~2)½ 

The corresponding minimum variance i s  

Varmi n (X~) = ((WlC~l)½ + (w 2 c~2)½)2/w . 

To minimize Var (X~ (X)) the optimal value 
of ~, say X*, is given implicitly by 

= 0 
el(X*) ½ ¢2(x*) ½ 

where ~1 (X) 812 X 2 X + g = + 2 ~12 1 • 

• 2 (X) =B21 (1-X)2 + 2 Y21 (l-X) + B 2 . 

The optimal values of m I and m2, in terms of X*, 
are given by 

, W ( (WI ¢1 (X*))½ ) 
ml = (WI) (WI ~l (X*))½ + (W 2 4 2 (X*))½ 

and m2* = W_ 
W 2 

(W2 ¢2 (X*)½ ) 

(W 1 qb I (X*)) ½ + (W 2 qb 2 (X*)) ½ 

Varmi n (X~ (%*)) : ((W1 ~1 (~*) ½ 2 • + (W 2 ¢ (X*)) ½) /W. 

AN EXAMPLE WITH A HOUSEHOLD FRAME AND A 
TELEPHONE FRAME 

Assume that two frames are available for 
sampling purposes. The first is a list of 
household addresses and the second is a list of 
telephone numbers for telephones located in 
households. It will be assumed that no more 
than two telephones are listed for any household. 
The counting rule for the first frame links 
persons to the address of the household in which 
they permanently reside. The cotmting rule for 
the second frame links persons to the telephone 
number of any telephone located in the household 
in which they permanently reside. It should be 
noted that the first rule is a conventional 
counting rule while the second rule is a multi- 
plicity rule since it is assumed that some house- 
holds have more than one listed telephone. Also, 
the set of persons linked to a particular house- 
hold address and the set of persons linked to a 
listed telephone located at that address corres- 
pond. 

For the purpose of this example two simpli- 
fying assumptions are made" 
(I) The coverage set for the household address 

frame is the entire target population, that 
is C I = I. 

(2) No household has more than two listed tele- 
phone numbers. 

Let 
MI = total number of household addresses in 

the first frame 
M 2 = total number of listed telephones in 

the second frame 
M 3 = total number of households with at 

least one listed telephone 
and M 4 = total number of households with exactly 

one listed telephone. 

Label the household address in the first frame so 
that 
(a) addresses labeled I through M 4 correspond 

to households with only one listed telephone 
(b) addresses labeled M 4 + 1 through M 3 corres- 

pond to households with two listed telephones 
(c) addresses labeled M 3 + 1 through M I corres- 

pond to households without any listed 
telephones. 

N . 

Then for i=l, 2,..., MI, Z i = ~ 6ijl Xj is 
j=l 

the aggregate value of characteristic X for those 
individuals in the target population who are 
linked to H i . 

Now suppose we have a SRS, without replace- 
ment of m I household addresses from the first 
frame and a SRS, without replacement, of m 2 
telephone numbers from the second frame. Letting 
a_l and a_2 be random vectors such that 

ali = ~I 01 otherwiseif the i th household is selected 

and 
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a2i = 2 if two telephone numbers are selected 
for the i th household 

I if one telephone number is selected 
for the i th household 

0 otherwise 

The components of the estimators X~ and X~ (X) 
can be written 

X~I = (Ml/ml)(i/2 ~ ali Zi+i/3 ~3 ali Zi 
i=l i=M4+1 

~I ali Zi ) 
i=M3+l 

XS2 = (M21m2) /2 a2i Z i + ~. a2i Z i 
i=I i--M4+1 

x61 = (MII~) ( M ~I ali Zi ) 
i=M3+l 

X~2 - 0 

XGI2 = (Mllml) ~3 all Zi 
i=l 

X~I : (M2/m2) < [ a2i Zi+ 1/2 [- a2i Z i) 
i=l i=M4+l 

Ignoring finite correction factors, it is 
straightforward to verify that 

Var (X~)= (I/m I) ( M I (M I-M3) O 2NT+M 3 (M I-M3) X2NT i 

2 
Var (X~2)=(I/ml)(M I M 4 O2T+M I (M3-M4) O2T 

+ M 4 (M I-M 4) X2 T 

- 2 M 4(M3-M4)XIT X2T+(M3-M4 ) (MI-M3+M4)X~I } 

Var (X~2 l)=(I/m2) (M2M 4 02T+(M2/2) (M3-M4) 2 O2T 

+ MS (M2-M4) X2T -2 M4(M3-M4)XIT X2T 

+ (M412) (M3-M4)X2 T) 

Cov(XGI ,XGI2)=(-I/ml) (MI-M3) (M4 XIT 

+(M3-M4) X2T) XNT 

Var (X~I) = 

(I/ml) (MIM4/4) °2T+(MI(M3-M4)/9 C~r 

+M I (MI-M3) O2NT+(M I-MS) (M 4/4) X2 T 

+( (M I -M3+M $) (M3-M4)/9) X2T 

-(M 4 CM3-M 4713) XIT X2T 

+M3 (MI-M3) ~T- ("I-M3) M4 ~NT ~IT 

Var (X~2) = 

(llm 2) (M2M4/4) O2T+(2M 2 (M2-M4)I9)o2T 

+ I(M2-M4 ) M4/41 X2T-21(M4(M3-M4)/3lXlT X2T 

+ 

where 
M4 

XiT = i[=l Zi/M4 

M3 
X2T = i~%+I Zi/(M3-M4) 

XN T = ~I Zi/(MI_M3) 
i=M3+l 

i=l 

o 2 T = ~3 (Zif~2T) 2/(M 3_M4 ) 
i=M4+l 

O2NT ~I (Zi_~NT) 2 / (MI_M3) 
i=M3+l 

As the variance of each of the components 
is inversely proportional to the sample size, 
the results of the preceding section can be 
.mpplied to determine the optimal values of the 
design parameters m I, m 2 and X. Of course in 
most practical situations the optimal design 
parameters can only be estimated as the popu- 
lation parameters given above are uaknown and 
must be estimated. 

AN APPLICATION TO AN NCHS DATA SYSTH~ 
Estimates of the various population parameters 

which are required to estimate the optimal values 
of the design parameters in the example abo~e are 
not usually published and it is rather difficult 
to construct realistic "real ~rld" examples. 
However, using data from Thornberry and Massey 
(1978), the Statistical Abstract of the United 
States 1977, published data from the Health 
Interview Survey (HIS) of Nf~S, and making a few 
fairly reasonable assumptions it is possible to 
apply the results of the preceding section to 
HIS. 

First the simplifying assumptions are 

(I) 

(2) 

(3) 

- -  Q 

XIT = X2T 

2 2 and  
O l T  =c~ T , 

approximately five percent of telephone 
households have more than one telephone 
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Then using the cited data sources together 
we have 

106 

i 
= 72.9 X 
-69.3 X I0 b. 
=66.0 XI0 b. 
= 62. X l0 b 

and for the variable "number of physician visits 
per year" 

~T = ll.0 

XIT - X-2T = 14.2 

O2NT = 55.0 

O2T= 2T = 61.7 

Using the results of the preceding section 
together with the estimates of the population 
parameters given above and assuming that a house- 
hold interview coets $I00, a telephone interview 
costs $50 and the total survey budget is 
$4,000,000, we ha~e the following estimates for 
various design strategies" 

I 
[Estimator 

t 
Household only 

Telephone only 

I Xs 
I ~ (x )  

= , ,  

Sample Size [ Sample Size 
Frame 1 I Frame 2 

I 
I 

40,000 [ 0 

0 I 80,000 
I 

25,347 I 29,305 
I 

28,577 [ 28,577 
I 

more complex estimators suggested by Thorn- 
berry and Massey which inflate differentially 
by various demographic subclasses. The 
results in this table speak for themselves. 
The two estimators X S and X G (~) are for all 
intents equivalent with respect to MBE. For the 
specified survey cost either of these two esti- 
mators will yield a ~E approximately 20 percent 
smaller than the usual HIS estimator. The esti- 
mator using telephone data only has a MBE nearly 
26 times larger than the HIS estimator. This 
huge increase in MBE is almost totally due to the 
bias term which does not decrease with increasing 
sample size. In fact any of the ratio adjustment 
procedures for reducing bias proposed by Thorn- 
berry and Massey (1978) will still result in 
estimators whose bias term does not decrease 
with sample size, so in general the bias term in 
telephone surveys due to undercoverage dominate 
the MSE for "large" samples. 

[ I 
I I 
[ Variance I 
I I 
I I 

i I 
4.45X1012 1 
6 75XI012 [ 

I I 
I I 

Bias 

0 

14.46XI06 

0 

0 

MSE 

8.23XI012 

212XI~ 2 

6.75XI012 

6.82XI012 

The estimator based on households only is 
given by XGI + XGI 2 and can be considered as 
roughly equivalent to the usual HIS estimator. 
The estimator based on telephones only is given 
by 

(M~ NT+ (M] -M3) ~1 X G 2 1 _  

M3NT 

where NT and NNT represent the average number 
of persons per household in telephone and non- 
telephone households respectively. This esti- 
mator inflates the estimate for the telephone 
population up to the total population level. 
This is a simplified version of the ratio 
adjusted estimator suggested by Thornberry and 
Massey (1978). However, it should be noted 
that for this particular example the bias of 
the simplified estimator is no larger than the 
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