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A problem that researching psychologists have 
been aware of for  years but that has had increas- 
ing at tent ion over the past decade or so is how to 
determine jus t  how large an e f fec t  is produced by 
an experimental in tervent ion.  Especial ly for  psy- 
chologists working in applied areas i t  is import- 
ant to know more than that a treatment produces a 
s t a t i s t i c a l l y  s ign i f i can t  main e f fec t .  I t  is al-  
so important to gauge the e f fec t  size produced 
and to know what might be expected in the way of 
change i f  the treatment is implemented widely. 

For purposes of the present discussiOn an ex- 
perimental e f fec t  is simply the di f ference bet- 
ween measures obtained from experimental and con- 
t ro l  groups. Gi lber t ,  McPeek, and Mostel ler 
(1977), for  example, in the i r  study of outcomes of 
surgery expressed the e f fec t  in terms of "Innova- 
t ions Minus Standards", meaning results obtained 
with new treatments minus results obtained with 
standard treatment. To be concrete, the e f fec t  
produced by an analgesic is the di f ference in 
measured distress between the experimental and 
placebo drug groups. I f ,  on the average, the con- 
t ro l  subjects report headaches of 68 on a lO0-pt. 
scale and the experimentals report headaches of 
only 53, then the experimental e f fec t  is 68-53 = 
15 points of pain reduction. Another example 
would be provided by a special reading program 
that increased the reading level of an experimen- 
tal  group by 1.75 grades during a time in which a 
control group gained 1.00 grades. Experimental 
ef fects are estimated by such comparisons but may 
be estimated by any other design, e.g. quasi-ex- 
perimental, confidence in the estimate varying 
with qua l i ty  of the design, the research general- 
ly ,  and the data. Extension of th is idea to 
other kinds of data and variables is s t ra igh t -  
forward. An experimental e f fec t  could be expres- 
sed in terms of proportions of each group show- 
ing improvement. One could examine di f ferences 
between corre lat ions as wel l ,  e .g . ,  studying the 
"e f fec t "  of sex on the re la t ionship between ab i l -  
i t y  and performance. 

The problem posed by the example given is that 
we do not have any meaningful way of assessing the 
magnitude of the change produced. How important 
is a 15 point reduction in reported pain? Would a 
drug that decreased d ias ta l i c  blood pressure by an 
average of seven mi l l imeters be worth using in 
place of other drugs? Suppose an early childhood 
compensatory education program produced a mean IQ 
advantage of six points over a control group. Is 
that a meaningful and important advantage? Fin- 
a l l y ,  suppose that in a par t i cu la r  job women ex- 
perienced seven percent more lost  time from in- 
ju r ies  than men. Would that be a large enough 
di f ference to warrant preferent ia l  h i r ing of men? 
How big a di f ference would be enough? We cannot 
answer these or s imi lar  questions without some 
more d i rec t l y  in terpretab le measure of the magni- 
tude of an e f fec t  than a mean di f ference and sig- 
ni f icance level .  
S ta t i s t i ca l  approaches 

We looked to s t a t i s t i c a l  approaches to the sol- 
ution of the problem of e f fec t  size est imation, 
with eventual disappointment. Perhaps for  want 
of a bet ter  device, authors often resort  to s ta t -  

i s t i ca l  s igni f icance as an index of e f fec t  s ize, 
often implying that there is at least some f a i r l y  
d i rec t  re la t ionship  between the s t a t i s t i c a l  sig- 
ni f icance of a f inding and i t s  importance in the 
real world. Thus, for  example, i t  is f a i r l y  com- 
mon to f ind authors noting that a f inding is 
"h ighly"  s ign i f i can t  or "very" S ign i f i can t ,  or re- 
port ing p_ values to four,  f i ve ,  or even six deci- 
mal places. The desire to have some basis for  in- 
terpret ing results seems so strong that caution 
is dissolved in p_ values. 

A widely prevalent concept of e f fec t  size in- 
volves the notion of accounting for  variance. Se- 
veral s t a t i s t i c a l  indices u t i l i z e  th is  notion of 
proportion of variance explained as an ind icat ion 
of the importance of research f ind ing.  Eta 
squared (Ker l inger,  1964), omega squared (Hays, 
1973), epsilon squared (Kel ley, 1935), Friedman's 
r~y(Friedman 1968), and the coe f f i c ien t  of u t i l -  

(Bolles & Messick, 1958) are examples of stat- 
i s t i ca l  attempts to evaluate the magnitude of ex- 
perimental e f fects .  Unfortunately,  proport ion of 
variance accounted for  is an inherent ly  de f ic ien t  
concept upon which to base inferences about the 
importance of treatment. 

There are also some problematic s t a t i s t i c a l  
phenomena associated with the various measures of 
proport ion of variance accounted for .  The most 
problematic is whether the error term should in- 
clude an estimate of to ta l  variance or merely the 
source plus error .  The speci f ic  estimates of var- 
iance accounted for  d i f f e r  in respect to the er- 
ror term and can resu l t  in marked discrepancies. 
We have discussed these problems in a previous 
paper (Sechrest and Yeaton, 1980), but in general 
we regard omega squared as the preferable (and 
conservative) estimate. 

As a general proposit ion i t  can be stated that 
a l l  measures of variance accounted for  are speci- 
f i c  to character is t ics  of the experiments from 
Which the estimates are obtained, and therefore 
the ul t imate in te rpre ta t ion  of proport ion of var- 
iance accounted for  is a dubious prospect at best~ 
There are, in fac t ,  several determinants of the 
variance that can be accounted for  wi th in an ex- 
periment, and there are only very inexact ways of 
knowing or estimating the importance of these de- 
terminants. 
Bu i l t - i n  variance 

F i rs t ,  the tota l  variance to be accounted for  
w i l l  vary as a consequence of how much variance 
is b u i l t  into the experiment. Thus, i f  experimem 
tal subjects are quite heterogeneous in factors 
associated with scores on dependent measures, 
there w i l l  be a larger to ta l  variance than i f  sub- 
jects are homogeneous. One of the vary character- 
i s t i cs  that makes laboratory rats so useful as ex- 
perimental subjects is that they have been bred 
to a state of maximum homogeneity with respect to 
a large number of charac ter is t i cs ,  thus reducing 
the variance needed to be accounted for .  Fa i l -  
ures to rep l icate  otherwise consistent resul ts 
may often be explained by the heterogeneity of 
the subject sample used in the study. Such f a i l -  
ures could be regarded simply as l im i ts  on the 
gene ra l i zab i l i t y  of f ind ings,  but unless the sub- 
jec t  samples are care fu l l y  assessed and described 
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that i n te rp re ta t ion  might not be evident. Boruch 
and Gomez (1977) have commented f o r c e f u l l y  on the 
decrease in e f fects  achieved in moving from i n i t -  
ia l  tests to implementation, and some of that  may 
stem from increased heterogeneity. We think i t  is 
in te res t ing  that decisions about whether e f fects  
have been repl icated almost always hinge on d i f -  
ferences between central tendencies; ra re ly  is the 
question raised whether variances have been r e p l i -  
cated. 
Experimental p.reci sion 

Another determinant of to ta l  variance in an ex- 
periment is the precision achieved in planning and 
implementing the experiment. Consider, for  exam- 
ple, the almost cer ta in d i f ference between other- 
wise ident ica l  experiments when one of them in- 
volves only a s ingle,  very motivated experimenter, 
while the other involves several experimenters 
with l i t t l e  d i rec t  i n te res t  in the outcome. The 
second experiment would ce r ta in l y  have a greater 
to ta l  variance, a larger er ror  term, and the ap- 
parent experimental e f fec t  would be smaller. 
There are many sources of imprecision that  might 
cause the two experiments to d i f f e r  even i f  the 
same experimental treatment is being employed. 
Degree of standardizat ion of experimenter demean- 
or, c l a r i t y  of i ns t ruc t ions ,  ca l ib ra t ion  of appar- 
atus, degree of control achieved with respect to 
the experimental manipulat ion, r e l i a b i l i t y  of out- 
come measures, and many other factors w i l l  a f fec t  
to ta l  variance to be explained, and, consequently, 
proport ion of variance explainable by any given 
var iable.  

Should one want to compare the variance ac- 
counted for  by two treatments wi th in  the same ex- 
periment, i t  would be important to recognize that  
the treatments may contr ibute d i f f e r e n t i a l l y  to 
er ror  variance, that  i s ,  one treatment might be 
implemented with considerably more precision than 
the other. Consider as an instance an experiment 
in which a drug and a behavioral in tervent ion are 
to be j o i n t l y  tested. I t  may be possible to achi- 
eve more careful control over drug dosage than 
over the behavioral manipulation. In such a case, 
one might be ser iously misled about the potent ia l  
magnitude of the e f fec t  produced by the drug, 
since i t  would be judged not in terms of i t s  own 
charac te r i s t i c  er ror  but in terms of the to ta l  
er ror  associated with i t  and the behavioral mani- 
pulat ion.  
Number of treatments 

Another fac tor  which determines the variance 
one can account for  in an experiment is the num- 
ber of treatments being tested wi th in  the experi-  
ment. Some of the formulae for  ca lcu la t ing pro- 
port ion of variance accounted for  use in the de- 
nominator a term re f l ec t i ng  the SS for  the e f fec t  
in question plus SS for  er ror .  In general we would 
expect that the more ef fects  that  are being anal- 
yzed fo r ,  the smaller the er ror  term would be. 
Thus, one could expect to account by any one var- 
iable for  a larger proport ion of the variance when 
one or more other variables are being simultan- 
eously studies. Therefore, in mu l t i f ac to r  exper- 
iments, omega squared which uses an estimate of 
to ta l  variance in the denominator, would always be 
smaller than eta equared and r m, which use only 
source plus er ror .  
Strength of treatments 

The proport ion of variance accounted for  dep- 
ends on the strength of the experimental t r ea t -  

ment. A weak treatment could only account for  
a small proport ion of the variance in most 
experiments while a strong treatment could ac- 
count for  a large proport ion. I t  i s ,  in prac- 
t i ce ,  usual ly possible to d is t ingu ish between 
a strong treatment with a small e f fec t ,  
since in the social sciences, we r a r e l y  
have any independent measure of the strength of 
treatment administered. In only a few cases do 
experimenters even attempt to determine the stren- 
gth of treatment, employed, other than by i t s  ef-  
fect  on the dependent var iable.  When the attempt 
is made, i t  is often by means of a "manipulation 
check" whose meaning can be taken quite l i t e r a l l y .  
To show, for  example, that  experimental and con- 
t ro l  groups d i f f e r  as they should on a seven-point 
rat ing scale, i . e .  s i g n i f i c a n t l y ,  gives us not a 
clue about the strength of treatment beyond the 
fact  that  i t  was d i f f e ren t  between the two condi- 
t ions.  How many scale points of d i f ference bet- 
ween experimental and control groups means would 
be ind ica t ive  of a moderately strong treatment? 
of a very strong treatment? Without some way of 
assessing the strength of treatment, i t  does not 
make a lo t  of sense to ta lk  about the proport ion 
of variance i t  accounts for  since one would not 
know the potent ia l  value of the treatment. One 
f i e l d  experiment that used a manipulation check 
was the Kansas City study of d i f f e ren t  levels of 
pol ice pa t ro l ,  (Kel l ing et a l .  1975). Samples of 
c i t izens in d i f f e ren t  areas were questioned about 
the i r  awareness of pol ice presence, and those in 
the more in tens ive ly  pat ro l led areas did indicate 
higher awareness, but only i f  they had been pre- 
tested and, presumably, sensi t ized.  
Range of treatments 

S t i l l  another l im i t a t i on  on in te rpre ta t ions  of 
proport ion of variance accounted for  is that  any 
treatment involv ing more than two leve ls ,  a sim- 
ple estimate of proport ion of variance accounted 
for  can obscure far  more than i t  reveals. I f  one 
were test ing the ef fects  of two a l te rna t i ve  drugs 
for  con t ro l l i ng  blood pressure, even i f  one of 
the drugs were more e f fec t i ve  than the other,  re- 
l a t i v e l y  l i t t l e  of the variance in terminal blood 
pressure might be accounted for  by the treatment 
e f fec t .  I f ,  however, one added an untreated con- 
t ro l  group to the experiment, the treatment e f fec t  
might seem almost magically to have been great ly  
increased. A p a r t i c u l a r l y  apt example has been 
provided by Levin (1967). He described an exper- 
iment with six experimental condit ions analyzed 
by a one-way ANOVA, with the resu l t  that  omega 
squared was 37%. However, subsequent analysis in-  
dicated that over 85% of the explained var ia t ion  
was a t t r i bu tab le  to the super io r i t y  of one group 
to a l l  the others. 
Real world variance 

One f ina l  problem in the in te rp re ta t ion  of 
proport ion of variance accounted for  has to do 
with i t s  "external v a l i d i t y " ,  that  i s ,  re la t i on -  
ship to any "real world" context in which one 
might want to draw inferences about the probable 
e f fec t  on some in tervent ion.  The problem is that  
variance wi th in  an experiment may not be the same 
variance as occurs in the "real world".  To begin 
wi th ,  the variance that exists wi th in  an exper i -  
ment depends large ly  on how the experimenter 
plans and implements the experiment. When an ex- 
perimenter studies interpersonal at t ract iveness 
as a funct ion of a t t i t ud i na l  s i m i l a r i t y  and phys- 
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ical a t t rac t iveness,  a l l  other sources of variance 
in interpersonal at t ract iveness are cont ro l led out 
of the experiment to as great an extent as possi- 
ble, thus reducing the er ror  term ( that  i s ,  the 
amount of unexplained variance) to a value below 
that l i k e l y  to ex is t  in an extra-experimental con- 
tex t .  Undoubtedly the same sort  of phenomenon oc- 
curs in most experiments, whether in the labora- 
tory or f i e l d .  

A second fac tor  l im i t i ng  d i rec t  comparisons of 
proport ion of variance accounted for  in the labo- 
ratory and in the real world is the great l i k e l i -  
hood that treatments tested are not representat ive 
of those found outside the experiment. 

Experimental treatments may be e i ther  more or 
less extreme than those common in the real world. 
For example, experimental studies of punishment 
with human subjects could never include any as 
extreme as are found in the real world, not even 
i f  the experimental punishment and real world com- 
parisons were res t r i c ted  to verbal abuse. On the 
other hand, experimenters can arrange treatments 
that  are more extreme than those l i k e l y  to be en- 
countered by most of the subjects they would be 
studying, a case in point being Milgram's (e .g . ,  
1963) studies of obedience in which subjects were 
enticed into de l iver ing what were apparently se- 
vere e l ec t r i c  shocks to another person. Un-repre- 
sentat ive treatments simply do not allow meaning- 
ful  general izat ion to real -wor ld instances. One 
of us (Sechrest) has recent ly  reviewed a proposal 
to study ef fects  of in terv iewer t ra in ing  that  in-  
cludes at the high end an amount of t ra in ing  quite 
un l ike ly  to be encountered in any research organ- 
iza t ion.  The resul ts  of the study could prove 
quite misleading i f  couched in terms of proport ion 
of variance in in terv iewer s k i l l  accounted for  by 
t ra in ing .  

A th i rd  l im i t a t i on  of general iz ing from an ex- 
periment to the real world about proport ion of 
variance accounted for  is that  because a var iable 
can be shown to account for  variance, i t  should 
not be assumed that i t  does account for  that  var- 
iance. What is the real-wor ld counterpart for  
an experimental treatment consist ing of being to ld 
that another punative experimental subject agrees 
with you exact ly  on a ten item a t t i tude  question- 
naire? We do not want to be thought to be argu- 
ing that a t t i t ude  s i m i l a r i t y  has no e f fec t  out- 
side the experimental social psychology labora- 
to ry ,  but we would argue that  the fac t  that  a t t i -  
tude s i m i l a r i t y  can be made to a f fec t  responses in 
the laboratory to some degree does not mean that 
a t t i t ude  s i m i l a r i t y  has the same e f fec t ,  l e t  alone 
to the same degree, the the extra-experimental 
world. 
Empirical approaches 

I t  does not appear to us that  any purely s ta t -  
i s t i c a l  method for  assessing magnitude of e f fects  
is going to be sa t i s fac to ry  i f  one enters the 
realm of pract ica l  decision making. There are 
innumerable a l te rna t i ve  p o s s i b i l i t i e s  that  might 
be considered, but we are interested in developing 
empi r ica l ly  based procedures for  deciding when 
experimental e f fects  are big enough to be import- 
ant. We have been working on th is  problem for  
some time and no simple solut ions have emerged. 
Instead we have suggested a host of par t ia l  sol-  
utions to the problem though a l l  can be placed 
into the two major categories of approaches we 
have termed judgemental and innovative. Included 

among these approaches are the fo l lowing:  
I .  Expert judgments. One could ask experts in a 
f i e l d  to indicate whether they regard an e f fec t  
achieved in an experiment as important or even 
ask experts to scale the importance (magnitude) 
of the e f fec t .  That is essen t ia l l y  what G i lber t  
et a l .  (1977) did in t he i r  study of surgical out- 
comes when they re l ied  on statements from the med- 
i c a l l y  sophist icated invest igators  about whether 
the improvement produced by the innovation was 
large, small, or inconsequential.  We have found 
that experts in smoking research can judge the 
strengths of smoking in tervent ions in such a way 
that t he i r  judgments corre la te reasonably well 
(about .50) with obtained outcomes (Yeaton and 
Sechrest, in press). 
2. Absolute and re la t i ve  standards of treatment 
ef fect iveness.  One might for  some intervent ions 
specify a standard tha t ,  i f  achieved, would jus-  
t i f y  tes t ing or even implementation of a t rea t -  
ment. One such standard is "normal izat ion" (Kaz- 
din, 1977). For many intervent ions a l l  that  is 
expected is that  a person (or group, or organiza- 
t ion)  be brought to a normal s ta te,  in which 
case, the issue of e f fec t  size is f inessed. Ci- 
ar lo (1977), for  example, has community norms 
for  a number of psychological var iables,  and 
treatment of various types of psych ia t r ic  pa t i -  
ents is judged successful i f  those pat ients are 
brought wi th in  normal range on those var iables.  
In a study of a treatment designed to improve the 
speaking a b i l i t y  of disadvantaged adolescent 
g i r l s ,  Minkin, Braukmann, Minkin, Timbers, Tim- 
bers, Fixsen, P h i l l i p s ,  and Wolf (1976) found 
that a f te r  treatment videotapes of the treated 
g i r l s  received rat ings comparable to those of 
"normal" g i r l s  of the same age (a Turing machine 
so lu t ion) .  
3. Treatment e f fec t  norms. I f  data were ava i l -  
able for  enough tes ts ,  one could establ ish norms 
for  achieved e f fec ts ,  and treatments could then 
be evaluated by whether they produce larger  or 
smaller e f fects  than those usual in the f i e l d .  
We have attempted to assemble such norms for  
smoking treatments (Sechrest & Yeaton, in press),  
and Smith and Glass (1977) have done so for  psych- 
otherapies. We warn, however, that  the almost 
u t te r  lack of standardizat ion in methods of as- 
sessing outcomes and report ing resul ts  makes as- 
sembling of norms very d i f f i c u l t ,  even where 
studies are numerous. 
4. Benef i t ,  cost, and r isk  analysis.  Ef fect  
sizes may in some cases be expressed in terms of 
benef i ts ,  especia l ly  i f  they can be monetized, 
cost ef fect iveness,  or reductions in r i sk .  In 
Seat t le ,  for  example, Mobile Cardiac Care Units 
were evaluated in terms of do l la r  cost per l i f e  
save (about $3500) (Cobb & Alvarez, undated). 
Benef i t -cost  and cost ef fect iveness analyses are 
never easy, but when they can be done, they are 
highly informat ive.  Risk analysis is not always 
s t ra igh t fo rward ly  in te rp re tab le ,  but r isks have 
been quant i f ied for  many variables (e.g. Wilson, 
1979), and i t  may be useful to know, for  example, 
that the reduction in r isk  from not eating a 
half-dozen eggs is about the same as that  achiev- 
able by not smoking 1.4 c igare t tes ,  by not stay- 
ing in New York or Boston two days, or by not 
taking a 300 mile automobile t r i p .  I nc iden ta l l y ,  
another way of assessing a campaign to lower egg 
consumption is to note that  halving egg consump- 

384 



t ion over a l i fe - t ime would increase anticipated 
l i fe-span by ten days (Vaupel & Graham, 1980). 
We do not pretend that these poss ib i l i t i es  are 
without fau l t ,  but we do believe that they merit 
serious consideration and further study. The 
need for quantifying estimates of the effects we 
achieve by experimental interventions is compel- 
l ing,  and s ta t i s t i ca l  approaches appear to pro- 
vide no solution. 
Ipreparation of this paper was supported by grant 
Number 1 ROI HS02702 from the National Center for 
Health Services Research. 
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