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Abstract 
A general theory of sampling with unequal prob- 

abilities with replacement was developed by Hansen 
and Hurwitz (1943) and without replacement by Hor- 
vitz and Thompson (1952). Hanif and Brewer (1979) 
introduced a single generalized Horvitz-Thompson 
(GHT) estimator of total with or without replace- 
ment where the population units may appear more 
than once in the sample with the condition that 
the total number of appearances is fixed. In this 
paper, a more general single estimator of popula- 
tion total is discussed where Hanif and Brewer 
(1979) and Brewer et al (1979) Poisson sampling 
estimators are particular cases. A ratio estima- 
tor is also developed. Neyman type optimum allo- 
cation is derived for stratified random sample. 
i. Introduction 

In certain sample designs it may be difficult 
to categorize a selection procedure as either 
'with replacement' or 'without replacement'. It is 
of some interest to devise a procedure for such a 
mixed sample design. Hanif and Brewer (1979) de- 
veloped an estimator 

N 6 y 
YGHT = ~ I I 

I-i ~ (I) 

where ~ is the expected number of population units 
appearing in the sample, 61 is defined such that 
E (6I) = ~. The variance of YGHT' is 

N yZ N YIYj 
, = I + y2 (2) 

V(y GHT) I!IY ~ ~ ~IJ I,J=l ~ 
N 

where Y = ~ YI 
I=l 

2. A Generalization of Hanif-Brewer Estimator 
Suppose ~I is the number of times the Ith popu- 

lation unit and 6ij is the number of times the 
ordered pair (I,J) appear in the sample. Let 

{~I6J  ' I ~ J  (3) 
IJ = I I , otherwise 

Consider an estimator 

N 6IY I (4) 
, = ~ 

YG I=l I 

which is an unbiased estimator of population total 
provided E61 = X I and X I is a fixed quantity. If 

! 

XI is a random variable, then YG is not an unbi- 
ased estimator of the population total. For exam- 
ple, if XI equals m~i/n, where m is a random num- 
ber such that E(m)=n and n and H I are constants, 
then  E(XI) = E(m)~i /n  = ~I.  Now E(6IXi~=EI(6IJXI)  
E2(X~I), where E I i s  t he  e x p e c t a t i o n  over  6I g iven  
X I and E 2 i s  the  e x p e c t a t i o n  over  t he  number of  
r e p e a t e d  u n i t s  in  the  sample.  

The a sympto t i c  v a r i a n c e  of  (4) i s  

V(y~) = ~ Y~ E2(X )V(8 )+E2(6I)V(XI)  E(XI) - - - -  - -  X 

X~ I I 

E(6I )C°v(XI '  6I)+ZI~jZEE(XI)E(Xj)C°v(~I' ~J)-{E(XI)  

xE(6j)+E()~j)E(6 I) }C ov(XI ,6 j )+E(~ i )g (~ j )  

Cov(X I ,  X j )  ] 

where E(6Ij ) = XIj, I C J. 

If 6II = 61(6I-i) and XI is fixed, then E(6~)= 
XII+XI , and V(y~) reduces to Hanif and Brewer 
(1979) variace expression (2). 

3. A Ratio Estimator 

Suppose X I = m HI, where m is a random 
variable, then th n expression (4) becomes a ratio 
estimator as defined by Brewer et al (1979). The 

' is asymptotic variance of YRG 

2 
, = ~ n2Var (y~) +YGVar (m) - 2nYGCOV (y~, m) ] 

V (YRG) n 2 

N 6 YI (6) 
, n ~ I , and for any selection 

where YRG = m I=l HI 

procedure 
N y2 N Y Yj 

Var(y~) = ~(l_~I ) i + ~ ~ (HIJ-HIHj) I 
I i ~II H = IxJ=l IHJ 

N 

Var(m) = ~(I-~I)H I + ~ ~ (~iJ-~i~j) , 
I~J=l 

N N YI 

Var(y~,m) = y. (I-~I)YI + ~. ~ (~iJ-~i~J)~i 
I =i I~J=l 

and 

E(m) = n. 

4. Optimum Allocation in Stratified Random 
Random Samp)ing_ ~ 
Suppose a random sample of s i z e  n h i s  drawn 

from an hth  s t r a tum of  p o p u l a t i o n  of  s i z e  N h. 
Suppose the  p o p u l a t i o n  of  s i z e  N is  d i v i d e d  i n to  
k s t r a t a .  Suppose the  e s t i m a t o r  of  h th  popula -  
t i o n  t o t a l  and i t s  v a r i a n c e  are  g iven  by equa t ions  
(4) and (5) r e s p e c t i v e l y .  Then the  e s t i m a t o r  of  
stratified population total is 

k ~h 6 , IhYIh (7) 
YSG = ~ X 

h=l I=l Ih 
and its variance is 

k 

Var(Y~G ) = ~. Var(YRGh )" 
h=l 

If 61h = ahP h and X ih = E(ah), then the expre- 
ssion (7) reduces to the ratio estimator given by 
Doss et al (1978). 

If XIh = nhPh, XIJh = nh(nh-l)PIJh , as de- 
then Var ' ) fined by Hanif and Brewer (1979),2 (YsG 

x 

- ~hh vh + C where Vh = p IJh 
- h 1 I=l Ih I , J = l  

k Nh k 
YIhYJh ~. Y~ • YIhYJh and C = ~ ~" ~ PIJh P 

PIhPJh h = l I , J = l  IhPJh h=l 

V h and C are  independen t  of  n h. 
k 

For fixed n = ~ nh, n h is obtained by mini- 
h=l 
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k 

mizing Var(Y~G ) as nh = n V/~R/h!l~h . 

Similarly, if the total cost is fixed as 
k 

C = y~ c~n~,1~ ,~ then n h is obtained by minimizing 
h=l k 

Var(Y~G ) as n h = C( h~~)/h~ I= ~c h . 
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