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1. Introduction 

The focus of this paper is a proposed method 
for  analysing contingency tables of data obtained 
from complex samples, which uses a model based 
approach. The model is l i n e a r - l o g i s t i c  as des- 
cribed by Cox (1970), with an addit ion of random 
effects terms to allow for  clustered sampling 
schemes. The proposed method could provide for  
t rad i t iona l  tests of independence and for  smooth- 
ed estimates of cel l  tota ls based on unsaturated 
models as described for example in Purcell and 
Kish (1979). 

Af ter an introduct ion to the problem and the 
need for  a solut ion,  we give a b r ie f  review of 
the recent l i t e ra tu re  on this issue. We fol low 
with a section on the d is t inc t ion  between model- 
based and design-based inference in f i n i t e  popu- 
la t ion sampling. F ina l ly ,  we consider the pro- 
posed method of analysis and conclude with a dis- 
cussion of the problems of such an analysis and 
some tentat ive solut ions. 

The problem with analysing data from complex 
samples is that the standard techniques for  hand- 
l ing such data are based on an assumption of in- 
dependent, i den t i ca l l y  d is t r ibuted ( i i d )  observa- 
t ions. For samples from f i n i t e  populations, th is 
assumption is only val id for  simple random samples 
Such sample designs are rarely i f  ever used in 
social surveys. Instead, they tend to be s t ra t i ' -  
f ied,  cl ustered and many times unequal probabil i ~  
sampling schemes. 

That such v io lat ions of the i id assumption can 
lead to erroneous inference in the case of cate- 
gorical data analysis has been demonstrated using 
Monte Carlo simulation techniques by Cowan and 
Binder (1978) and ana ly t i ca l l y  by Fel legi  (!978) 
and Rao and Scott (1979). 

When faced with this dilemma, many data analysis 
have resorted to using the t rad i t iona l  tools based 
on i i d  assumptions, and noting that the v io la t ion 
of these assumptions forces one to be extremely 
cautious about the va l i d i t y  of any conslusions 
drawn from the i r  analyses. See for  example L i t -  
t le  (1978). 

I f  a (design-based) variance-covariance matrix 
for  the cel l  estimates is avai lable,  then one sol- 
ution to some problems of analysis is to useWald 
s t a t i s t i c s  for  test ing hypotheses based on l inear  
combinations of cel l  p robabi l i t ies  or logs of cell 
p robab i l i t i es .  This technique can be used for  
goodness-of-f i t  tes t ,  tests of independence and 
tests of parameters of l og i s t i c  and log - l i near  
models in general. A descript ion of the techni- 
que can be found in Grizzle, Starmer and Koch 
(1968). Examples of i ts  appl icat ion to the ana- 
lys is of data from complex samples can be found 
in Koch, Freeman and Freeman (1975), Freeman and 
Koch (1976), Freeman, Freeman, Brock and Koch 
(1976), Freeman, Freeman and Brock (1977) and 
Tomberlin (1979). 

Certain ly,  the calculat ion of the variance- 
covariance matrix of estimates of cel l  proportion 
is to be encouraged, but unfortunately,  this is 
not common pract ice. Indeed, for contigency 
tables of moderately large dimensions, the size 
of the associated variance-covariance matrix is 
so large that the routine calculat ion and report- 
ing of such matrices seems quite un l ike ly .  

Using models for  c luster  sampling, Rao and 
Scott (1979) give approximate methods for test -  
ing goodness-of- f i t  hypotheses which are based 
on design effects for  cel l  proportion estimates. 
They argue that information about design effects 
is more commonly avai lable,  even when information 
about covariances is not avai lable. 

Evidently, an approximate solut ion to the pro- 
blem of test ing hypotheses about independence of 
c lass i f i ca t ion  variables is not so simple. How- 
ever, a f ter  an extensive empirical analysis based 
on data from the 1971 Br i t i sh  General Household 
Survey, Scott (1980) ten ta t ive ly  reports that un- 
l ike the case of goodness-of-f i t  tests ,  tests of 
independence do not seem to be sensit ive to the 
sample design. This Ss comforting news, but no 
reason for  complacency. The General Household 
Survey is but one example, and one should not be 
too quick to generalize from i t .  

The methods so far discussed pertain only to 
the problem of test ing hypotheses. As we have 
stated ea r l i e r ,  many times one is interested in 
estimates of f i n i t e  population and super-popula- 
t ion parameters. Also, these methods are, for 
the most part ,  design-based. Rao and Scott (1979) 
make use of models for  the purpose of approximat- 
ing a function of the eigenvalues of the variance 
-covariance matrix of the cel l  estimates. They 
do not make use of the structure of the population 
for estimation purposes. 

Purcell and Kish (1979) described a method for  
estimation for  small areas which is based on f i t -  
t ing log- l inear  models to the data and producing 
maximum l ike l ihood estimates of cel l  proportions. 
In a s imi la r  vein, Dempster and Tomberlin (1980) 
proposed a method for  f i t t i n g  l og i s t i c  models 
with random effects terms to data from a complex 
survey for  purposes of estimation of census under- 
count for  small areas. I t  is th is method which 
we describe here. 

Before doing so, le t  us b r i e f l y  consider the 
d is t inc t ion  between design-based and model-based 
inference in the context of f i n i t e  population 
s ampl i'ng. 
2. De sign an d Model-Base d Inference 

The foundations of inference in the context of 
sampling from f i n i t e  populations are presently in 
a state of controversy. For inference about f i n -  
i te  population parameters, such as means and 
to ta ls ,  the elements of the contrnversy,~ are ex- 
ce l len t l y  described in the review paper by TMF 
Smith (1976)and the discussion which follows i t .  

In the extreme, the classical sampling s tat -  
i s t i c i an  would argue that a l l  inference from 
f i n i t e  population samples derives from the rand- 
omization hypothesis, and thus depends on the 
sample design rather than on the structure of 
the population. This notion of inference in f i n -  
i te  population sampling dates back to the i n f l u -  
ent ia l  paper by Neyman (1934) and is the basis 
of much of the development found in the tradi- 
t ional sampling textbooks, such as Cochran (1977) 
Kish (1964) and Hanson, Hurwitz and Madow (1953). 
Some authors, such as Kish and Frankel (1974) 
would argue that the design-induced randomization 
is of prime ( i f  not sole) importance when estim- 
ating regression coef f ic ients and other parameters 
which most s t a t i s t i c i ans  would regard as model 
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parameters. For example, in the i r  study of d i f -  
ferent variance estimators, Kish and Frankel 
(1974) define the regression parameters t obe  
estimated as the least squares solutions which 
would be obtained from the f i n i t e  population as 
a whole i f  i t  were avai lable. The sampling var- 
iance of estimators of these parameters is de- 
fined to be the variance over repeated samples 
from the f i n i t e  population. This contrasts with 
the classical de f in i t i on  of the variance of est- 
imators of regression coef f ic ients which is 
usually condit ional on the observed values 
of the "carr iers"  or "independent" variables and 
is taken over repeated real izat ions of the model. 

On the other hand, there are those who seek to 
bring f i n i t e  population inference into the main- 
stream of s t a t i s t i c s  by introducing models which 
attempt to describe the structure of the popula- 
t ion.  These range from the super-population re- 
gression models of Royall (1970), which lead to 
predict ive estimates, to the Bayesian models of 
Ericson (1969) and Scott and Smith (1969). In 
the extreme, these approaches can lead to a total  
re ject ion of randomization and probab i l i t y  samp- 
l ing.  Indeed, Royall deomonstrates that in the 
case of estimating the population tota l  for  a 
variable Y, i f  a super-population model specify- 
ing a l inear regression of Y on some other var i -  
able x, which is known for a l l  elements in the 
population, is assumed, a purposive select ion of 
the elements having x values at the two extremes 
of the population w i l l  y ie ld  an estimator with a 
smaller variance than could be expected from 
taking a simple or proport ionately s t r a t i f i e d  
random sample. Later he argues that such a stra-  
tegy is not in general advisable because of pos- 
s ib le inadequacies in the model. 

By assuming that the sample d is t r i bu t ion  of 
the variable x is the same as the population dis- 
t r i bu t i on ,  Royall and Herson (1973) show that the 
estimate for  the population tota l  remains (model) 
unbiased, even when the model is false. This 
property is referred to as balanced sampling. 
Later, Holt (1975) argues that randomization or 
res t r ic ted randomization can lead to samples which 
are approximately balanced and are thus robust 
against inadequacies in the super-population 
model. Ericson (1969), fol lowing Savage (1962) 
before him, argues that randomization can lead to 
the reasonableness of the assumption of exchange- 
a b i l i t y  which is necessary for  his Bayesian in- 
ferences about f i n i t e  population parameters. 
Neither Holt,  in a f requent is t  super-population 
framework, not Ericson in Bayesian terms complete- 
ly j u s t i f i e s  the role of randomization in sample 
surveys. Their arguments appear more designed 
to j u s t i f y  the use of super-population models or 
Bayesian inference in spite of the fact  that ran- 
domization seems necessary. 

Rubin (1978) seems to have combined both of 
these approaches by considering jo i  n tBayesian 
pr ior  d is t r ibu t ions  for the f i n i t e  poliulation 
variables and the sample i t s e l f .  Ignoring, for  
s imp l i c i t y ,  the aspects o f  his paper pertaining 
to item non-response, this j o i n t  p r io r  is given 
by, h(X,Y,S) = f(X,Y) k(SIX,Y). Here, X repre- 
sents a matrix of~data for  t~e f i n i t e  population 
which isknown for a l l  members of the population. 
This could be made up of the labels only, or 

could consist of several auxi l iary, variables. 
T:he matrix 
Y represents the data, for  which values are re- 
corded for  sampled units only, and S is a vector 
indicat ing the sampled units.  S would be a vec- 
tor  of O's and l ' s  in the case of a single stage 
sample, and possibly more complex for a mul t i -  
stage sample. 

This fac tor iza t ion of the pr io r  is useful in 
that f(X,Y) is the pr io r  d i s t r i bu t ion  for the 
f i n i t e  population and k(S[X,Y) represents the 
sampling mechanism. Let X and ~ be rea l izat ion 
of X and S, and Y = (Y(0~,>£(1~], s j represent a 
par t i cu la r  set of observations Vi l~  for  sampled 
units and the unknown values of x~, for  unsampled 
uni ts ,  Y(O~" Rubin shows that i f  the probabil i ty 
of the 6•s6rved pattern of sampled units given 
( x , y ' l ~ ) ,  k(SIx,v) ,  takes the same known value 
for  ~11 values o'~ the unkown Y(OI, then the samp- 
l ing mechanism can be ignored ~ n essense, this 
condit ion for i gno rab i l i t y  means that the popu- 
la t ion units have exchangeable priors condit ional 
on the (x~yl i l ) ) .  Exchange-abil ity can be acheived~ 
e i ther  a~ ~Ee usual Bayesian subjective pr io r  as- 
sumption, or as Ericsen would suggest, through 
randomization. 

This i gno rab i l i t y  of the sampling mechanism is 
i m p l i c i t l y  assumed on some level by a l l  mode . 
Thompsen (1978) assumes e x p l i c i t l y  that the samp- 
l ing and model mechanisms are s tochast ica l ly  in- 
dependent in his discussion of regression analy- 
sis from complex samples. T.M.F. Smith (1980) in 
a paper comparing model-based and design-based 
inference for  regression analysis of complex sam- 
ple data also touches on the problem of the re l -  
ationship between the model and sampling d i s t r i -  
butions. 

I t  would seem that methods which seek to de- 
scribe both the model and sampling d is t r ibu t ions  
as well as the re lat ionship between the two are 
l i ke l y  to be more successful than those which 
concentrate on one or the other. Completely de- 
sign-based inference can be very i n e f f i c i e n t  
since i t  ignores much of the population st ruct~e 
which is often very informative. On the other 
hand, completely model-based inference is poten- 
t i a l l y  misleading since i t  ignores the ef fect  of 
model inadequacies and, as important, ignores 
possible dependencies between the sampling mech- 
and the model d is t r ibu t ions  which could d i s to r t  
the d is t r i bu t ion  of the sample. 

Having said a l l  th is ,  for  the model-based 
method of contingency table analysis considered 
in this paper, we w i l l ,  l i ke  Thompsen (1978), as- 
sume that the model and sampling mechanisms are 
independent. In any pract ical  appl icat ion,  the 
connection between these two should be explored 
and included in the model i f  necessary, possibly 
using techniques s imi la r  to those suggested by 
Rubin (1978). 

Much of the work on f i n i t e  population in fer -  
ence focuses on the problem of estimating f i n i t e  
population summary measures such as means and 
to ta ls .  When i t  comes to inference about models 
and model parameters (e.g. regression, coef f ic-  
ients,  independence of c lass i f i ca t ion  variables, 
etc.)  the controversy increases. Some, such as 
Rubin (1978) and Lax (1980) would argue that 
since models are never en t i re ly  accurate, model 
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parameters are never in terest ing in and of them- 
selves. The f i n i t e  population (or some expanded 
de f in i t ion  thereof) is a l l  that should be of in- 
terest.  Others would argue that model parameters 
are of in terest  in themselves both for under- 
standing the re lat ionship between variables and 
for  making predict ions in new s i tuat ions.  Econ- 
ometricians, for  example, concentrate on f inding 
"good" estimates of model parameters. See for  
example Theil (1971). McKennell (1962)and 
Fields and Tomberlin (1978) describe studies 
which attempt to bui ld models for  the reaction 
of residents to airplane and railway noise on 
the bases of social surveys. The purpose of 
such models is to aid in the s i t i ng  and constru- 
ct ion of possible new airports and ra i l  l ines.  
I t  would seem that in these cases, model para- 
meters are of in terest .  

In the case of discrete data analysis, Bishop, 
Fienberg and Holland (1974) present many in- 
stances where hypotheses can be framed in terms 
of log- l inear  model parameters. So again, they 
consider model parameters to be of some in terest .  

Even among data analysts who agree that para- 
meters are of in teres t ,  there is s t i l l  disagree- 
ment. Kish and Frankel (1974) invest igate the 
problem of estimating regression parameters and 
mult ip le corre lat ion coef f ic ients from survey 
data. They define the parameters of in terest  to 
be the usual least squares estimates which would 
be obtained from the ent i re f i n i t e  population i f  
i t  were avai lable. In this respect they argue 
that such f i n i t e  population parameters can be 
regarded as descr ipt ive s t a t i s t i c s .  

Even some model based data analysts such as 
Ful ler  (1975) consider design-unbiased estimates 
of complete f i n i t e  population, least squares 
(model unbiased) estimates of super-population 
model parameters. In an empirical study by 
Smith (1980), such procedures are shown to be 
quite inef fec ient  when the sampling mechanism 
can be considered ignorable in the terminology 
of Rubin (1978). On the other hand, he allows 
that they are robust against those cases where 
the sampling mechanism is not ignorable. 

In this paper, we consider the parameters of 
in terest  to be the (super-population) model par- 
ameters and since we assume that the sampling 
mechanism is ignorable, condit ional on other re- 
corded information, we use model-based, maximum 
l ike l ihood techniques for inference. 
3. Random Effects Logist ic  Models 

In this Section a method for  analysing f re-  
quency data from complex samples is proposed 
which u t i l i zes  a l og i s t i c  model with random par- 
ameters. For some time now, l og i s t i c  models have 
been used for the analysis of data when the re- 
sponse variable has two categories. The t rad i -  
t ional usage of the model is well described by 
Cox (1970), among others. I t  is a special case 
of the log- l inear  model described by Bishop, 
Fienberg and Holland (1974), and the techniques 
described here could also be applied to the f i t -  
t ing of log- l inear  models. 

Dempster and Tomberlin (1980) considered the 
problem of estimating census undercount for  
small areas on the basis of a post-enumeration 
survey (PES) by using l og i s t i c  models. Since 
that probl~m.,was the motivation for  the proposed 

analyt ic  technique, we w i l l  use i t  here to i l l u s -  
t rate the models. 

Let the symbol q, with appropriate subscripts,  
represent the probab i l i t y  that an individual was 
missed in the census, and le t  p = l-q denote the 
complementary probab i l i t y  of being counted. The 
subscripts attached to p and q define levels of 
factors which af fect  the response. For purposes 
of i l l u s t r a t i o n  we w i l l  assume that categories 
are defined for  sex, age groups, and race groups 
represented by subscripts u, v, and w, respectiv- 
ely.  We w i l l  represent the t r i p l e  (u,v,w) by the 
single symbol ~ for  convenience. Let us assume 
we have a three stage survey of indiv iduals in 
households. Let the symbol u denote ( i , j , k , l ) ,  
where i represents Primary Sampling Unit (PSU), 
j represent Secondary Sampling Unit (SSU) wi th in 
PSU, k represents household wi th in SSU, and 1 
represents an individual wi th in a household. 

A typical  l og i s t i c  model might assume the 
mathematical form 

1ogit(p i  : , ( I)  
where the log i t  function " defined by, 

l o g i t ( p ) -  In{~_-~- D } (2) 

Note that ,  
log i t (p )  : In{q ~} : - I n { - ~ - }  : - l o g i t  ( q ) ( 3 )  

The subscript ~ on 0~ in (1) indicates that the 
l og i t  is allowed to depend on the sex, age, race 
combination defined by u=(u,v,w). The absence of 
any v-terms indicates that there is no var iat ion 
in the undercount rates which can be associated 
with household or areal ( ie sampling uni t )  char- 
ac ter is t i cs  once age, race and sex have been in- 
troduced to the model. I f  a model such as ( I )  
without u-terms is appropriate, then one could 
analyse the data by the usual techniques for  
analysis of l og i s t i c  models. 

In the case of measuring census undercount, i t  
seems reasonable to expect that a model l ike that 
in (1) would not describe a l l  the var iat ion in 
undercount rates. I t  is conceiveable that under- 
count rates for  local areas (SSU's) might vary 
more than could be explained by differences in 
sex-age-race compostion alone. One model which 
would allow for such var iat ion would be 

• = + ~ j ( i )  ( 4 )  log i t (p~ u) e~ 

One could speculate on more ~omplicated models 
than (4),  and include the poss ib i l i t y  of in ter -  
action between the ef fect  of sex, age, and race 
and geographic character is t ics .  There are, how- 
ever, two reasons which make such models d i f f i cu l t ,  
i f  not impossible to analyse using ex is t ing tech- 
nology. 

F i rs t ,  in most cases, pa r t i cu la r l y  the case of 
nat ional ,  mult i -stage survey such as a PES, the 
parameter set for  models which incorporate effects 
due to the various stages in the sampling proced- 
ure, grows rapid ly as the models become more com- 
plex. Such large numbers of parameters cannot be 
handled by classical inference methods, but can 
be managed by considering them as random In 
addi t ion,  since the sample design is a multi-stage 
c luster  sample, there would be many u-combinations 
for which no indiv iduals were observed. Such s i t -  
uations in the context of design and analysis of 
experiments lead to these parameters being treated 
as random ef fects.  Not only should this allow for  
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tests of hypotheses regarding these geographical 
parameters, but, as we shall see, i t  also leads 
to empirical Bayes methods of estimation of 
totals for  small subgroups of the population. 

The basic idea is to include terms in the 
log i s t i c  model which describe var iat ion in the 
Pv~ within each of the stages of the mult i-stage 
esign. Spec i f ica l ly ,  we may wri te 

logi t (pvv) = e + @j + 
v ( i )  ~ k ( i j ) ,  (5) 

where_the @i are regarded as drawn from a z 
N(O,o~) population, the @j(i) from a N(~,~ 2) 
population, and the @k(ii~ from a N(O,a3) popu- 
la t ion.  These random efg~cts imply that ind iv i -  
duals in a PSU have a common element entering in- 
to the i r  Pvv' .and the same occurs for  nested 
classes OT lnalviduals in a common SSU and a 
common household. 

Without fur ther  research it2remains unclear 
how accurately the variances o I~, a~, and ~ can 
be estimated from sample data, ~nor is i t  easy 
to see, without repeated analyses of th~ data, 
what ef fect  d i f fe rent  choices of the o.~ would 
have on f ina l  undercount est imates The models 
do, however, capture levels of var iat ion which 
a pr io r i  judgement alone strongly suggests must 
underlie such mult i-stage survey data. 

Once values of the ~ are tenta t ive ly  adopted, 
i t  becomes possible to introduce corresponding 
factors into the l ikel ihood analysis, and hence 
produce approximate normal posterior dustribu- 
tions for the logit(pv~) which automatically and 
correct ly weight undercount frequencies observed 
at the various levels of the multistage design. 
For example, the posterior mean of logi t (Pu~)for  
an individual l ( i j k )  who appears in the PES auto- 
matical ly uses information from the ind iv idual 's  
household, SSU, and PSU. More remarkably, a 
posterior mean log i t (p  ) can be found for an 
individual l ( i j k )  no~ ~ the PES, and again the 
PES counts are automatically weighted, where 
the weighting scheme depends on which i f  any 
among i ,  j ( i ) ,  or k ( i j )  appear in the sample. 
S imi lar ly ,  we can f ind posterior variances which 
appropriately incorporate the available in for -  
mation about each indiv idual .  

The basic mathematical development f a c i l i t a t -  
ing approximate computation of the required 
posterior means and variances appears in Laird 
(1975). Some i n i t i a l  experience with variance 
estimation is found in Miao (1977). Neither of 
these papers treats examples of the degree of 
complexity required for a real mult i-stage survey 
so that detailed research and development w i l l  be 
needed, but the pr inciples are in place. 

The problem of testing hypotheses under this 
framework needs even more work. One could Smagine 
making2interval estimates of the variance compon- 
ents ~i for model (5), and noting whether they 
included the or ig in.  This kind of procedure 
whould produce reasonable results for  the pur- 
poses of model f i t t i n g .  As is usual for  models 
with random ef fects,  i f  a variance component is 
not d i f fe rent  from zero, then the corresponding 
set of random parameters should be dropped from 
the model. The tools for hypothesis test ing re- 
quire much more research. 
4. Conclusion 

In this paper, we have presented an out l ine 
for a means of analysing categorical data ob- 

tained by complex sampling schemes. I t  should 
be emphasized that this is a proposal, and much 
remains to be done before i t  is established as 
a workable option for data analysts. 

Once the technology is in place, there w i l l  
remain at least one obstacle to the widespread 
adoption of the techniques. Data from many 
surveys, par t i cu la r ly  those conducted by 
government agencies, are widely used by groups 
other than those who actual ly design and im- 
plement them. Conf ident ia l i ty  problems alone 
would make i t  very d i f f i c u l t ,  i f  not impossible 
for the detailed micro-data necessary for this 
type analysis to be provided to al l  users. In- 
deed, most users would have neither the inc l in -  
ation nor the a b i l i t y  to carry out such an 
analysis. On the other hand, as the technology 
does become avialable, i t  behooves these 
survey organizations to carry out some of these 
analyses on the i r  own. This would enable them 
to warn or reassure users as to the effects of 
cluster ing in the sample on ordinary contingency 
table analyses. Hopefully, observations s imi lar  
to those reported by Scott (1980) regarding data 
from the General Household Survey in Br i t ian 
w i l l  apply to most other such surveys. 

Our observations on the relat ionship between 
the sample design and the model should have 
some impact on sample design. I f  one of the 
major purposes of the survey is to provide 
data for complex analyses, then the design 
should be planned so as to f a c i l i t a t e  these 
ends. Spec i f ica l ly ,  data generated by sampling 
schemes which can be treated as ignorable in 
the sense intended by Rubin (1978) are much 
simpler to analyse. 

REFERENCES 

~o Bishop, Yvonne, Stephen Fienberg and Paul 
l land (1974), Discrete Mult ivar iate Analysis, 

Theory and Practice, Cambridge, MA" MIT Press. 

2, Cochran, William (1977), Samplin~ - Techniques, 
3rd ed. New York" John Wiley and Sons. 

3. Cowen, J. and Dave Binder (1978), "The ef fect  
of a two-stage sample design on tests of indep- 
endence of a 2x2 table",  Surve~v Methodology,4. 

4. Cox, D. R. (1970), The Analys i s  of Binary 
Data, London" Methuen. 

5. Dempster, Aurthur D. and Thomas J. Tomberlin 
(1980), "The analysis of census undercount from 
a post-enumeration survey", presented to the 
Conference of Census Undercount, Ar l ington, VA. 

6. Ericson, W. A. (1969), "subjective Bayesian 
models in sampling f i n i t e  populations", J.R. 
S ta t i s t ,  Soc. B, 31. 

7. Fel legi ,  Ivan (1978), "Approximate tests of 
independence and goodness-of-f i t  based on 
s t r a t i f i e d ,  mult i-stage samples", Survey Method- 
ology. 4. 

8. Fields, James M. and Thomas J. Tomberlin 
(1978), "Noise survey design and the precision 
of s ta t i s t i ca l  results" fur ther  evaluation of 
the design of a national railway noise survey", 
Proceedings of Internoise 78, San Francisco. 

233 



9. Freeman, D., J. Freeman, and Brock (1977), 
"Modularisation for the analysis of complex 
sample survey data", Invited paper, Int. Assoc. 
of Survey Sta t is ts . ,  ISI meetings, New Delhi. 

I0. Freeman, D. J. Freeman, Brock and G. Koch 
(1976) "Strategies in the mult ivariate analysis 
of data from complex surveys I I " ,  Int.  Stat is t .  
Rev. 44. 

I I .  Freeman, D. and G. Koch (1976), "An asymptotic 
covariance structure for testing hypotheses on 
raked contingency tables from complex surveys' 
Amer, Stat is t .  Assoc., Proceeding of the Socia~ 
Stat ist ics Section, Boston. 

12. Ful ler, Wayne A. (1975), "Regression analysis 
for survey sampling", Sankhya C, 37. 

13. Grizzle, J. ,  Starmer and G. Koch (1969), 
"Analysis of categorical data by l inear models", 
Biometrics. 

14. Hansen, M. H., W. N. Hurwitz and Madow (1953) 
Sample Survey Methods and Theory, New York- John 
Wiley and Sons. 

15. Holt, D. (197.5)"A Generalization of Balanced 
Sampling" Bul let in of the Internation S ta t i s t i -  
cal Inst i tu te ,  Vol. XLVI, Book 3. 

16. Kish, Leslie (1964), Survey S amplin 9, New York 
John Wiley and Sons. 

17. Kish, Leslie and Martin Frankel (1974), 
"Inference from Complex Samples", J.R. Stat is t .  
Soc. B, 36. 

18. Koch, Gary, D. Freeman and J. Freeman (1975), 
"Strategies in the mult ivariate analysis of data 
from complex surveys", Int. Stat is t .  Rev., 43. 

19. Laird, Nan (1975), "Log-linear models with 
random parameters" an empirical Bayes approach", 
Ph.D. Dissertation, Department of Stat is t ics 
Harvard Uni vers i ty. 

20. Lax, David (1980), Private communication. 

21. L i t t l e ,  R. J. A. (1978), "Generalized l inear 
models for cross-c l iss i f ied data from the WFS" 
World Fe r t i l i t y  Survey Technical Bul let in No. 5 /  
Tech. 834, London. 

22. Miao, L i l l i an  (1977), "An empirical Bayes ap- 
proach to analysis of inter-area var iat ion",  
Ph.D. Dissertation, Department of Stat is t ics ,  
Harvard University. 

23. McKennal, A. C. (1963) "Ai rcraf t  noise annoy- 
ance around London (Heathrow) a i rpor t " ,  Central 
Office of Information. SS 337, London. 

24. Neyman, J. (1934), "On the two di f ferent  
aspects of the representative method: the method. 
of s t ra t i f i ed  sampling and the method of purposive 
selection", J. R. Stat is t .  Soc., 97. 

25. Purcell, N. J. and Lelie Kish (1979), 
"Estimation for small domains", Biometrics 35. 

26. Rao, J. N. K. and A Scott (1979), "The analy- 
sis of categorical ,data from complex sample 
surveys I- chi-squared tests for goodness-of-fit" 
Amer. Stat is t .  Assoc., Proceedings of the Section 
on Survey Research Methods, Washington, D.C. 

27. Royall, Richard (1970) "On f i n i t e  population 
sampling theory under certain l inear regression 
models", Biometrika 57. 

28 Royall, Richard and Herson (1973), "Robust 
estimation in f i n i t e  population, I " ,  J. American 
Stat is t ica l  Association,68. 

29. Rubin, Donald B. (1978), "The phenomenolo- 
gical Bayesian perspective in sample surveys 
from f i n i t e  populations- foundations", presented 
to the Inst i tu te of Math. Stat is t .  meetings, 
Rutgers University. 

30. Savage, L. J. (1962), The Foundation of 
Stat is t ica l  Inference, London" Methuen. 

31. Scott, A. J. (1980), "Chi-squared tests for 
the analysis of categorical data from complex 
surveys", presented to the Symposium on Survey 
Sampling, Carleton University, Ottawa, Canada. 

32. Scott, A. J. and T. M. F. Smith (1969), 
"Estimation in multi-stage surveys", J. of the 
Amer. Stat is t .  Assoc. 64. 

33. Smith, T. M. F. (1976), "The foundations of 
survey sampling" a review". J. Roy Stat is t .  
Soc A 139. 

34. Smith, T. M. F. (1980), "Regression analysis 
of survey data", presented to the Symposium on 
Survey Sampling, Carleton University, Ottawa, 
Canada. 

35. Theil ,  H. (1971), Principles of Econometrics, 
New York- John Wiley and Sons. 

36. Thompsen, Ib (1978), "Design and estimation 
problems when estimating a regression coeff ic ient 
from survey data", Metrika 25. 

37. Tomberlin, Thomas J. (1979), "The analysis 
of contingency tables of data from complex 
samples", Amer. Stat is t .  Assoc., Proceedings of 
Section on Survey Research Methods, Washington, DC 

234 


