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1. I ntroduCtiz) n 

The randomized response technique was suggested 
by Warner{6}as an ~nterv~ewing method to get 
information from individuals possessing some stig~ 
matizing characteristic. Different models have 
been proposed, mainly to eliminate or at least to 
reduce the bias resulting from ref, usal to respond 
or intentional untruthful reporting. Some few sch- 
emes have treated the application of the technique 
to the problem of related characteristics. 

Barksdale { l }  presented a model to interview 
and estimate the proportion of individuals who 
belong to group A character~z~ by a sensitive 
t ra i t  and another group B possessing another relat- 
ed t ra i t  that may or may not be sensitive. Conse- 
quently, the respondent wil l  not react independen- 
t l y  when questioned about A , especially when the 
t ra i t  of B is sensitive. 

De Lacy { 4} proposed his conditional response 
model as an extension of the unrelated questio, 
model of Greenberg et al. { 5 } . According to his 
model, the respondent is asked two consecutive 
questions on his membership of group A, and i ts 
subgroup a, both of whom are associated ~.,.i,th a s t i -  
gmatizing characteristic. The response to the 
second question is then dependent on that to the 
f i rs t .  

This paper applies the ratio estimate method 
to the randomized response technique { 3 { as an 
attempt to improve theprecision of the RR estimat- 
es of two related characteristies. 

2. A Randomized Ratio Estimate 
Suppose there are two correlated charcterist- 

ics, A and B, where A is sensitive, and B may or 
may not be sensitive. In order to improve the est- 
imate of the proportion of the population in group 
A, say 1T I , an estimate of those in group B, say 
ITs, may b'e used, and the randomized response tec- 
hfl~que appl ied. The ra t io  of IT. to IT~ is in 
i t s e l f  a relevant quant i ty ,  and I w i l l  b~e our main 
in te res t .  Knowing th is  r a t i o ,  the number of i n d i v i -  
duals in group A could be estimated. 

In the appl icat ion of the ra t i o  est imation 
procedure to two correlated a t t r i bu tes  using the 
RR technique, we have used the Warner dichotomous 
RR Model { 6 } twice, to obtain separate estimates 
of each of the two proport ions. Thus, i t  is  assumed 
that  there are two independent samples, of size n 
and n , each drawm with replacement, from the sam~ 
popul~tion. The p robab i l i t i es  of drawing the 
question of i n te res t ,  Q(A) in the f i r s t  sample, 
and Q(B) in the second are P and P2~' respect ive ly .  
Thus, applying Warner's RR m~del { , .~  , the f i r s t  
sample is used to estimate IT~ , where the number 
of ,,Yes "answers obtained i s h ~ .  S im i la r l y ,  the 
second sample is used to estimate IT~and the 
number of "Yes" answers w i l l  be n~ .~ Assuming 100% 

~u th fu l  report ing in both samples? The estimates 
take the form • 

P.-I  n'. 

-2Pi_l + ni(2Pi_l) for i = 1,2 (I) 

As for the variance, i t  is of the form • 

A 

A VarCIT i}= ITi Cl-IT i } Pi(l-Pi} 
+ f o r  i =l 2 (2)  

ni ni {2Pi-I ) 2 ' 

The randomizing device to be used could be one 
of several of those mentioned in the l i terature, 
such as the spinner, cards, or dice. 

As an example, the sensitive question Q(A) could 
be concerning tax evasion, where the respondent 
could be queried about his having f i l l ed  out the 
appropriate tax forms and having handed them in to 
the authorities. As for the question Q(B), i t  could 
either be concerning a sensitive topic, such as 
income, where the popultion can be divided into 
" h~gb income s and mlow income" groups, using a sui- 
table criterion to d~stinguish one from the other; 
or else Q(B) could be concerning a nonsensitive 
topic, such as type of oc¢upation, also divided 
dichotomously into ,white collar" and " other.. 

3.The Randomized Ratio Estimate and its Variance 

General ly ' ,  i f  an estimate is required for  the 
ra t io  of a var iable X, to the value of 
another correlated var iable Y, i t  takes the form • 

R :  x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3) 
Y 

_ where x and y are the sample values of X and Y 

respec t i ve l y  Applying th is  notion to randomized 
response, i t  is  required to derive the ra t io  of IT 1 
to IT^ . Thus the randomized ra t i o  estimate would 
take <the form • 

A 

^ IT 1 _ ~ Pl- I  n~ P2-1 n~ 

Rran = ~ - - -  ~ - ~ l  - l + I T  2 n i (2p l - i ) I / I  2p2-I+ n2(2p2211 

. . . . . . . . . . . .  (4 )  

In order to simplify the sample ratio estimate 
form (4), since the two san~les are independent and 
estimates of T~ and IT~ are obtained independently, 
i t  is assumedthat n I ~= np= n, a~d that p1=pp = p. 

Thus, the randomized r~tio estimate reduces to • 

Rra n = 

n(p-l)+n~ n(2p-l) 

n(Zp-I ) n(p-I )+n~ 

(D-I)+ n~ 
" ' n 

( p - l ) +  ~ 

(p-l) + n I . . . . . . . . . . . . . . . . . . . . . .  . . . . . .  (5) A 

• ". Rra n = 
(P-l)~n~)2 (n~) 

where )~ ,1 = n and X 2 = n a r e  t h e  p r o p o r -  

t i o n s  of "Yes" answers in the f i r s t  and second 
s a m p l e ,  r e s p e c t i v e l y .  

As f o r  t h e  v a r i a n c e  o f  t he  r e g u l a r  r a t i o  e s t i m a  ~ 
te, and ignoring the f.p.c. Cochran { 2 } showed 
t h a t  • 

Var (R) = ~ - l  (S x2 +R2S 2 _ 2PR SxSy) . . . . . . . .  (6) 
ny 

where R :is d e f i n e d  as  f o l l o w i n g  • 
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^_ x _ R _ nl~Fl_ TFI_ ^ 
R - ~ i - Y  - n21T2- 1T2 Rra n for nl=n2=n. 

Therefore, Var(~ran) is given by" 

^ = l ^2 
Var(Rran) ~ (Var (1Tl) +R ranVar(~ ) 

,¢~,. . . . . . .  ; .  

^ ~z Var ) Var 
- 2 p Rra n (IT l [~F 2 ) (7) 

I f  the population value of the proportion IT 2 
can be obtained from another source, i t  i t  used 
in (7), and the variance of the sample ratio esti- 
mate R should decrease, as wil I be shown later,' 
since ~er~ l l  be using the two samples combined 
to estimate IT~ . I f  not, the sample estimate ~2 
may be uses inlstead. 

TABLE{2) THE Variance of the Randomized Ratio 
Estimate for IT from 0.2 to O.8,For some 
Values of 1T] ,2 and p . 

p: 0.6 p = 0.9 

IT l iT 2 Va r (~ra n) Var (Rra n ) 

O.l -l ,0 

-0.2 

0.5 4.Precision of the Randomized Ratio Estimate 
In this section, the p ~ ~ 1 o n  of the randomized 
ratio estimate, wil l  be numerically investigated 
for different values of the parameters p ~ and 
p. Using the variance formula {7) the fo~Iv, Lng 1.O 
combinations of parameter values were used to 
calculate this variance: 
n = lO00 
IT l = 0.I,0.2. 0.2 -l.O 
IT 2 = 0.2,0.4,0.6,0.8. 
p = 0.6,0.7,0.8,0.9. 
p = - l .0, -0.5-0.2,0.0, 0.5,1.0. 
Tables ( I)and (2) present a sum~aryof the results -0.2 
and wil l  be used to detect • some general trends 
which may suggest some optimum parameter values. 
From the results i t  may be noted 
a. Except for p = 0.5 ~n which case the var(R~F~ 0.5 

is undefined, the va.ues of this variance fb~ 
any value of p wil l  be almost identical to 
that for (l-p)becau~e of the presence of the 
term Pl l-p)2p-l)~n var(ITi) resulting from the l.O 

use of the randomizing device. However,too 
high or low values ofi~may~affect the degree of 
confidence of the respondent in the intervie- 
wing process and respectively his cooperation. 

b. For fixed values of IT ,IT and p, the variance 
decreases as p varies l f r o~ -  l.O to l.O, with 
a minimum at p =l Table(1) shows some of the 
values which corroborate thi.spoint. 

c. For all fixed values of p, p, and IT,Var(R ) 
decreases as ITe increases from 0.2 t(~ 0.8. ran 
when TF l = IT~ a~d p =l in which case Var (Rran) = O, ~h(~wever i t  is a t r iv ia l  case. 

d. Var(R) decreased as p goes fromo.O.6.to O.9.This . 
is seen in Fable (2). Table(1) also shows the 
gradual decrease in variance as p increases, 
for fixed values of IT l and P , and, although 
IT 2 varies, the trend is obvious. 

TABLE (1) THE Variance of the Randomized Ratio Estimate for p from 

0,2 0.34387 0.01423 
0.4 0.05976 0.00252 
0.6 0.02311 0.00094 
O. 8 O. O1206 O. 00047 
0.2 0,22137 0.00896 
0.4 0.04435 0.00178 
0.6 0.01854 0.00072 
0.8 O.OlOl4 0.00039 
0.2 0.01419 0.00436 
0,4 0,030"87 O.OOll3 
0.6 0.01454 0.00053 
0.8 0.00847 0.00032 
0.2 0.03763 0.00106 
0.4 O. 02124 O. 00066 
O. 6 O. Ol 169 O. 00040 
0.8 0.00727 0.00026 
0.2 0.61600 0.03006 
0.4 0.08700 0.00459 
0.6 0.03052 0.00158 
0.8 O.O1504 O. 00073 
0.2 0.36960 0.01804 
0.4 0.05600 0.00290 
0.6 0.02133 0.00108 
0.8 O.Olll9 0.00055 
0.2 0.15400 0.00752 
0.4 0.02888 0.00142 
0.6 O.O1330 O. 00064 
0.8 0.00782 0.00038 
O. 2 O. 00000 O. 00000 
0.4 0.00950 0.00036 
0.6 0.00756 0.00033 
0.8 0.00541 0.00026 

On the basis of the previous results i t  can be 
concluded that an optimal choice of parameter 
values for ITs, p and p , which increase the 
precision of "the estimate may be achieved when 
one or more of the following rmles are used : 
I. Choose the characteristic B to be morefrequent 
tha•cAho However, IT is usually unknown, so that 
the __ice of a target value for 1T 2 may. be basecL 

upon some previous knowledge or an approximation 
of IT However , the effect of this choice on the 
bias ~nd of the impact of this procedure on respo- 
ndents in terms of respondent cooperation should 
be further investigated. 

p ~ TF l and IT 2 

- p TF 1 T F  2' Var (~ran '  ) p' TT 1 TI 2 

0.  6 0 . l  0 . 2  - 1. 0 . . . .  O. 34387 ' 0 .  8 O. 1 O. 6 
-0.5 0.26731 
0.0 0.19075 
0.5 0.I1419 
l .0 0.03763 

0.7 0.2 0.8 --I .0 0.00359 0.9 0.2 0.4 
-0.5 0.00301 
0.0 0.00244 
0.5 0.00187 
l .  0 O. OO129 

- l.O to l.O for some Values of 

Var(~ran ) 
-I .0 0.00210 
-0.5 O. OO162 
0.0 0.00154 
0.5 O.OOll5 
l .0 0.00098 

-l .0 0.00459 
-0.5 0.00353 
• 0.0 0.00247 
0.5 0.00142 
l .0 0.00036 
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2.Chose p as high (or as low) as possible,without 
endangering respondent cooperation, since, as we 
have observed, the lowest variances were at p=O.9, 
or i t s  equivalent p = 0 . I .  This choice of p is in 
agreement with most of the other recommendations 
concerning p in the l i t e r a t u r e .  

3. As for  the choice of p , the nearer i t  is to+ l ,  
the be t te r ,o r  in o ther  words the two a t t r ibu tes  
should be as pos i t i ve l y  correlated as possible. 
This was also the recommendation of Barksdale. 

5.The Randomized Ratio Estimate when IT2 is ~-kno.wn ! 

Assuming ITp is known in advance or could be known 
from the su~-vey or from some other source, then we 
could use Both ~amples to estimate IT 1 , the propo- 
r t ion  of the st igmatiz ing charac te r is t i c .  For 
example i f  IT1 denotes the proportion of i l l e g i t -  
mate b i r ths t6 be estimated by the RR techique 
from the present survey, then IT ~ could be that 
same proportion for  the same pop(]lation at some 
previous time as shown in the v i t a l  s t a t i s t i c s  
r~ports. Also i t  could be the proportion of some 
other non -~sensi t ive charac ter is t ic  B in the prese- 
nt population that is highly and pos i t i ve ly  cor re l -  
ated with the seni t ive charc te r i s t i c  A. In such a 
case the estimate of IT 1 using Warner's model {6} 
is given by : 
^ P-I 12n') (8) 
ITI = 2p-I + ~n 2p-l)  . . . . . . . . . . . . . . . . . .  

and the sample ra t io  estimate w i l l  be • 

^ IT 1 2n(p- l)+(2n'  ) p- l+~ 

Rra~ !IT2 - ~ 2nC2p-l) IT 2 IT 2 ( 2 p - I ) ' ' ' ( 9 )  

where X = ~-6 = the proportion of "Yes"answers. 
A 

Therefore, Var (R)ran given that IT2 is known in 
advance w i l l  be • 

Var (RranllT 2) : ~~22 Var (IT 1 )+ R 2 Var (IT 2) 

- 2 PR Y~Var (iT1) var (IT 2 ) (lO) 
IT 2(I-IT 2 ) 

where Var (IT 2 ) = 2n 

As noted before, the variance of the sample ~-ratio 
estimate is expected to decrease and sizeable gains 
in precision w i l l  be obtained . This has been 
shown by the short numerical invest igat ion presen- 
ted in table (3). 

6. Conclusion • 

Using the randomized ra t io  est imator, i t  was found 
that greater precision is  achieved the more the 
variables are pos i t i ve l y  correlated, and for  large 
values of IT2 and p. 

Our parameter^of in teres t  was the ra t io  of IT 1 to 
ITs, denoted R~a . ,  but knowing i t ,  we could also 
eas i ly  estimat6 ~he number of indivduals possessing 
the sensi t ive character is t ic  A in the sample or in 
the population, where • 

^ 

^ IT 
R : - - t  l 

A 

IT 2 
A ^ 

A = n R IT2 - n ~1  
A 

or A = N R IT = N IT 2 1 

I t  should be noted however, that coy (IT , ITT) or 
equivalent ly p should be calculated to ~stim~te 

A 

Var(R~a ) , a point which is not treated in this 
paper'. ~t is obvious that we need to consider the 
j o i n t  d is ts ibu t ion  of IT. and IT~ and applying 
Barksdale's or Delacy's ~ o d e l s p ~ r t i a l l y  on a 
subsample from the two samples used to estimate 
IT and ITT~ separately to calculate the value 
of I p . _ , , i s  raises the quest ion"  How much prac- 
t i ca l  is th is ra t io  estimate compared with 
Barksdale's estimate or Delacy's ? However, one 
should consider the expected gain in e f f i c iency  
when respondents are questioned about each 
character is t ic  independently and applying the 
ra t io  estimate suggested in th is paper. 

F ina l l y ,  our study of the e f f i c iency  of the rando- 
mized ra t io  estimate was based solely upon the 
~rariance as c r i t e r i on .  Nevertheless, the bias is 
equally important and should also be take~ into 
cohsideration in a study of th is nature, s the 
bias depends mostly upon respondent cooperation 
and t rus t  in the technique, the extent to which 
our randomized ra t io  estimate affects the bias 
may be determined empir ica l ly .  

TABLE (3) Relative Prec~i:sion of RR Ratio Estimate with IT 2 known to RR Ratio Estimate with IT2 Unknown 
- ~ . . . . . . . . . . . . . . .  

P ~I  IT2 Relative P IT1 IT2 Relat ive 
Preci sion Prec i s ion  

0.6 0.I 0.2 - I . 0  3.86 0.8 0.I 0,6 - I . 0  2.28 
-0.5 3.22 -0.5 1.93 

0 2.49 0 2.03 
0.5 1.62 0.5 1.69 
1.0 0.59 1.0 1.69 

0.7 0.2 0.8 - I . 0  2.66 0.9 0.2 0.4 - I . 0  3.28 
-0.5 2.38 -0.5 2.80 

0 2.10 0 2.21 
0.5 1.75 0.5 1.42 
1.0 1.32 1.0 0.42 

* Relative precision defined by V(Rran) 
A 

V(Rran I IT2 ) 
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