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1.0 In t roduct ion 

In a sample survey where one is plagued with 
measurement errors and loss of data, i t  might be 
possible to improve the precis ion of the overal l  
estimate of a populat ion to ta l  i f  observations 
thought to be of queStionable accuracy are down- 
weighted in the aggregation process. 

In th is  paper, we consider a framework in 
which the estimate of a stratum to ta l  can be ob- 
tained in one of two ways: ( I )  by using d i rec t  
measurements on sampling un i t s  w i th in  the s t r a t -  
um, or (2) by ra t io ing  to the estimate of some 
other stratum (or s t ra ta)  using a concomitant 
var iable whose values are known at the stratum 
level .  

The f i r s t  method is unbiased i f  measurement 
errors are unbiased; the second procedure is only 
unbiased i f  the concomitant var iab le is propor- 
t ional  to the target  var iab le over s t ra ta .  In 
cases where a l l  data wi th in  a stratum is l os t ,  
one would have no choice but to use the second 
method; however, even when some data is ava i lab le ,  
large measurement errors or a small sample size 
might cause the f i r s t  estimate to have such a 
large variance that  i t  is bet ter  to use the sec- 
ond estimate i f  the p ropo r t i ona l i t y  condi t ion 
is even approx imate ly t rue .  

In general, some weighted average of the two 
types of estimates w i l l  produce the smallest mean- 
squared er ror .  I f  the resu l t ing  stratum estimate 
is then used in turn to produce a ra t i o  estimate 
for  some other s t ra ta  a complicated interdepen- 
dence of the stratum level estimates ar ises.  
Section 2 of th is  paper describes how a weighted 
ra t i o  est imat ion technique can be defined and 
implemented given" a set of weights. Section 3 
discusses the bias and variance of the overal l  
estimate whi le Section 4 considers the question 
of how one might obtain the weights. 

2.0 The Weighted ,Rat io Estimation Process 

2.1 Basic Framework 

Let m. be a populat ion to ta l  of a char- 
a c t e r i s t i c  which is to be estimated by a sample 

^ L ^ ^ 
survey over L s t ra ta  by m. = Z mi where mi is 

i= l  
the estimate of the populat ion subtotal mi in the  

i th  stratum. We consider here a s i tua t ion  in 
which o r i g i n a l l y  n i sampling units were al located 

to the i th  stratum ( i=1,2 . . . .  L) but because of 
data loss only m i can be observed where O<mi<__n i .  

For s t ra ta  with m i >0, the standard est imator of 
A 

mi is given by 

m.  

Ni v'1 ^ (.2.1) 
d i *  - m i i= l  Y i j  

A 

where Y i j  is the estimate of the target  character-  

i s t i c  for  the j t h  sampling un i t  in the i th  s t r a t -  

um containing N i uni ts of which m i were observed. 

{do* mi>O 
For a l l  s t ra ta l e t  d i = i otherwise 

In add i t ion ,  l e t  h i be a pos i t i ve -  

valued concomitant var iable fo r  the i th  stratum. 
I t  is assumed that  h i is observable wi thout  er ror  

for  a l l  s t ra ta  and is approximately proport ional  
to ~i over s t ra ta .  For example, i f  the survey is 

one which is repeated each year, with a census 
taken every f i ve  years, the h i could be the 

stratum to ta ls  for  the las t  census year. 

Also associated with each stratum is a 
prescribed set of other s t ra ta fo r  the purpose of 
computing a ra t i o  estimate of the t o t a l .  Speci- 
f i c a l l y ,  fo r  the i th  stratum, there ex is ts  a set 
R i of indices of other s t ra ta  such that  z i ,  the 

ra t i o  estimate is given by 

Z d j \  

JsR i ! 
zi : 7 h i } hi (2.2) 

l .#  l 

JaR i / 

Let the Lxl vector b i = (b i l  . . . .  biL )T be defined 
by 

I ,  je R i 

bi-J = O, otherwise 

Then (2.2) can be wr i t ten  { bT'i.. 
z i = bTh /h  i , (2.3) 

where d = (d I . . . . .  dL)T and h = (h I . . . . .  hL)T 

2.2 Estimation 

We now construct  a vector of estimates 
A A A A 

of the ~ i '  ~=(~l . . . .  ~L)T where ~ w i l l  be shown to 

be the l i m i t  of a convergent sequence of i te ra ted  

oo any stage of the i tera-  estimates {~(~)}  ~=0" ~At+l)t~ 

t i on ,  say the ~+ l - s t ,  w i l l  be a weighted 
average between the d i rec t  estimate d i and a 

(~) which w i l l  be defined below. ra t i o  estimate z i 

To s ta r t  the i t e r a t i o n  process, l e t  
A 

c~i(-O) = d i ,  i=1,2 . . . .  L. Then the ,o+l-st  i t e r a t e d  

estimate is defined by 
A 

~i ( ~ + I ) =  widi + ( l _w i ) z i (~ )  (2.4) 

where I bT~(v)' 1 
(~) = h i (2.5) 
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L and {w i } i  = 1 (0_<wi_<l) are weights associated 

wi th the s t ra ta  which r e f l e c t  the degree of  accur- 
acy of d i as an est imate of mi r e l a t i v e  to tha t  

of z i .  I t  assumed in th i s  sect ion tha t  the w i 

are known a p r i o r i  or at leas t  computable; the 
problem of ob ta in ing  them w i l l  be discussed in 
Section 4. When w i = 0, e i t he r  a l l  data fo r  the 

stratum is l os t  ( i . e . ,  mi = 0) or fo r  some other  

reason, measurement er rors  are regarded as so bad 
tha t  the d i r e c t  est imate d i is considered worth- 

less. Conversely, w i = 1 when d i is thought to 

be a much be t te r  est imate of than is z i .  (.Note 

tha t  z i (0 )  = z i and hence ~i (-~i is a simple 

weighted average between d i and z i .  At l a t e r  i t -  

(v) era t ions z i plays the ro le  of  z i but uses 

in place of d in ( 2 .3 ) . )  

By Tlett ing the LxL matr ix  C = ( c i j )  = 

b i j ( l - w i ) h i / b ] h , _  equation (2.4) can be w r i t t en  

~(v+l )  = u + C~ (v) (2.6) 

where u = (u i . . . . .  UL )T and u i = wid i .  

From (.2.6) i t  fo l lows tha t  

^(_v+l ) +CV) u+cv+l ~(0) = (I+C+C2+... 
^ 

hence v)  converges to a vector  m i f  and only i f  

the ser ies I+C+C2+... converges. 

The fo l l ow ing  two theorems taken from 
standard matr ix  analys is  can be used to show tha t  

v)  converges to ~ fo r  "reasonable" b I i j  s where 
A 

= ( l - c ) - l u .  (2.7) 

In the fo l lowing  theorems,  the func t ion  p(_M), fo r  
any matr ix  M, is de f ined  by p(M) = maxlX i (m) I 

i 
where )'i (M) is the i th  of e igenva lue  of M. 

Theorem 1 

I f  M is an a r b i t r a r y  complex n x n matr ix  
wi th p(M)<l,  then I - M is nons ingular ,  and 

(I-M) - I  = I + M + M 2 + . . . .  

the ser ies on the r i g h t  converging. Conversely, 
i f  the ser ies on the r i g h t  converges, then p(M)<l. 

Theorem 2 

I f  A = (ai, j )>_0 is an n x n ma t r i x ,  and x is 

any vector  wi th  p o s i t i v e  components Xl,X 2 . . . . .  x n, 

n n min < p(A)<_ max 
- ~ a i j x j  a i , j x j  l<i<n j 1 l< i<n j_Z I_ 

x. x. 1 1 

These resu l ts  may be found on pages 82 and 47 
respec t i ve ly  of Varga (1962). 

In order to show (2 .7 ) ,  we w i l l  f i r s t  show 
p(C)<l and then use Theorem I .  

We can attempt to show p(C)<l ,  by using 
Theorem 2 wi th x j  = h j .  Then fo r  f i xed  i ,  

c i j x j / x  i = ( l - w i ) h  i (zb. h ) /h ( b i h ) = O'S j l j j  i ~ k k  " l -w i 

Thus, i f  wi>0 ¥ i ,  by Theorem 2 we have p(C)<l.  

In p rac t i ce ,  however, some w i w i l l  be zero; hence 

some r e s t r i c t i o n s  must be put on the B mat r ix  to 
ensure p(C)<l.  A natura l  r e s t r i c t i o n  to requi re  
is tha t  b i j  = 0 i f  wj = 0; i . e . ,  i f  the " d i r e c t "  

est imate in the j t h  stratum is nonex is tent  or 
thought to be complete ly  worthless (w. = 0) then 
tha t  stratum should not be used in a ~at io  e s t i -  
mate fo r  some other  stratum. With th i s  r e s t r i c -  
t i o n ,  the C matr ix  now takes on the form 

• - -  . . b  

0 C 1 

C = rx r  r x ( L - r )  (2.8) 

0 C 2 

( k - r ) x r  ( L - r ) x ( k - r  

where the order of  the s t ra ta  has been rearranged 
so tha t  w I = w2-= w r = 0 and wj >0 fo r  j = 

r+l , . . .  ,L. 

Since the non-zero eigenvalues of C 2 

are also the non-zero eigenvalues of  C, i t  is 
c lea r  tha t  p(C) = p(C 2). By apply ing Theorem 2 

to C 2 as in the previous paragraph, we now have 

p(C) = p(C2)<l.  

By Theorem 1, the ser ies I+C+C2+...con- 
^ 

verges to ( I -C ) -1 ;  hence, l im~ (v) = ( l - c ) - l u = ~ .  
X )  - - >  o o  

^ 

3.0 P.roperties of the Estimate 

S t r i c t l y  speaking, w = (w I . . . .  WL )T is random 

because the weights are usua l ly  func t ions  of ran- 
dom events which determine (a) how much data is 
l o s t ,  or (b) the magnitude of measurement e r ro rs .  
I f  w is considered f i xed  or the cond i t iona l  mean 
and var iance of d i given w is known, we can make 

s t ra igh t fo rward  statements about the bias and 
A 

variance of  ~. In  the fo l l ow ing  discussion a l l  
expectat ions and variances are assumed cond i t i on -  
al onw.  

3.1 Bias 
A 

I f  E(di)  = ~i f o r  wi>0^ and hj is pro- 

por t iona l  to ~i fo r  j~R i then ~i is unbiased. 

To show unbiasedness under the above 
cond i t i ons ,  we w i l l  use an induct ion  argument. 

^ ( I ) ) =  wi~i + F i r s t ,  from (2.4) we have E(~ i 

( l - w i ) E ( z i ) .  From the second assumption, 

~ i /Y.b i j~  j = hi/Y~bijh . As a consequence, remem- 
J J J 

bering that  w i = 0 =>b i j  = 0, we have 

y.E(b d j ) /  b i h E(z i )  = h i j  i j  ~ k k" 
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Zb. .~ j /~b i  khk = h i j  ]0 

= ~.. (By second assumption) 1 
It thus follows that 

E ( ; (  1 / ) _ wi ÷ ( 1 - w i )  - 
A 

Suppose now that E(ai(x))) - a i "  Then similarly, .  
A 

E(~i (v+ l )  ) = E(widi) + ( l - w i l E ( z i  (-v)) 
A 

- 2E(bi j~ j (~) ) /~b i  khk - wic~i+(1-w i )hij 

= wi~ i + ( l -w i )h i zb i j~ j / y .b .khk  
j k ] 

= wi~ i + ( l - w i ) ~  i 

= c~. 
1 

A 

Hence, ~i .(-v) is unbiased for  a l l  v which impl ies 
A 

E(~i ) = ~i" 

3.2 Variance 
A 

Since ~ = ( l - c ) - l u ,  the condi t ional  CO-- 
A 

variance matr ix of ~ given w is given by 

= ( I-C)-1 ~u ( I - cT ) - I  (3.1) 

where ~ is the condi t ional  covariance matr ix of u 
u given w. In pa r t i cu l a r ,  since the estimate of 

A A 

the population to ta l  is ~. = Z~ i , .  the condi t ional  
l ^ 

variance of ~. is given by 
A 

V(~.) = e T S e (3.2) 

where e = ( I , I  . . . . .  I )T. 
A 

3.3 Estimation of V(~.) 

I f  an estimate of ~ is ava i lab le ,  i t  u 
can be used in (3.1) to obtain an estimate of Z 

A 

and hence V(~.) .  In most surveys, the d i ' s  can 

be assumed independent since they are based on 
independent data sets, hence F is diagonal. u 

For s t ra ta  with large enough sample 
sizes, Var (d i )  can be estimated d i r e c t l y ,  other- 

wise pooling or regression methods may have to be 

used. In any case, i f  s2 i represents the es t i -  

mated variance Of d i and the w's^ are regarded as 
2 s 2 f ixed F can be estimated by ~u = diag (w i i ) 

' U " 

Thus, 
V(~.) = e T [ ( I -C)  - I  ~ ( I - c T ) - I ] e  (3.3) u 

4.0 Determination of Weights 

4.1 The General Case 

Other than using the obvious choice of 
w i = 0 when m i = 0, there is no s t ra ight forward 

procedure for  determining w. Idea l l y ,  one would 
l i ke  to choose the non-zero w's such that  the 
mean-squared error  of ~. is minimized, but th is  

is impossible without knowledge of the bias. I f  
an estimate of ~u is ava i lab le ,  one could mini-  

mize (3.3) with respect to the w's. 
A A 

The unconstrained minimizat ion of V(m.) 
leads to the set of equations 

~V(m.)= . :2 2 2)w_2D(g )p ( l_c ) - l~ug :0  

where D(Xk)= diag (x I . . . .  XL) 

b. .h .  l j  1 
P = ..(Pij) = 7. b . h . .  j ~ i j  j 

and g : (gl . . . .  gL)T = ( I_cT)- Ie .  

By only considering the equations above 

Sk2>0 ( i . e . ,  those corresponding to the where 

non-zero w 's ) ,  one can obtain the i t e r a t i v e  equa- 
t ion w = f(w) where 

f(w) = D + {  klsk2 ) . g  p(I_C)-I  D + (Wk2Sk2)g (4.2) 

and D + indicates the collapsed matr ix D which in-  
cludes only the pos i t ive  elements of the or ig ina l  
D. One approach to f ind ing the optimal w is to 
use successive subs t i tu t ion  with a boundary of 1, 

i . e . ,  the i th  element of wtn+l),the'" n+ l -s t  i t e r -  

ate of w, is equal to the i th  element of f(w ~n)) 
i f  the l a t t e r  is less than or equal to 1, other- 
wise i t  is set equal to 1. In prac t ice ,  th is  
method has always led to a useful pos i t i ve  con- 

A 

vergent sequence,; with the value of V (~.) mono- 
t o n i c a l l y  decreasing at each step; however, noth- 
ing has been formal ly  proven about convergence as 
yet .  

4.2 Special Case 

For the case where each column of B is 
e i ther  a l l  zeros or a l l  ones, the w i which mini -  

mize (3.3) can be e x p l i c i t l y  derived. 

Suppose for  each stratum, the ra t i o  
est imation set is the t o t a l i t y  of a l l  s t ra ta  
which have at least one observation avai lab le.  
Then the matr ix B is of the Form B = ( b i j )  = 6i v 

i 
o mj = 0 

where 6~ J = . Given w i = 0 i f  m i = 0, 
l m j > O  

the problem is to f ind the other elements of w 
A A 

such that  V (~.) is minimized. 

In th is  case, the Matr ix C can be 

wr i t ten  C = v6 T where v = (v I . . . .  v2 )T, v I. = 

( l -w i )h i /6Th  and 6 = (61 . . . .  6L)T. I t  then f o l -  

lows that  ( I-C) -I = I + ( 1 )v6 T, and thus 
I_6Tv 

3 2 1  



^ e T 1 ) v 6 T] 
~. = [ I+ (  I_6T v u" 

L L 
Note that  6Tv = i=l?' 6i ( l -wi )h i / i - -Z l  6ih 

hence 
Z. w i 6 i h i 

l -6Tv = l 
Z 6ih i 
I 

Subst i tu t ion  in to  (.4.3) y i e l ds ,  

^ (.7'v i) (.7'6iu i) (.7'6ih i) 
~" = "Zwidil + ?'6ihiwi 

(.4.3) 

i and 

From the de f i n i t i ons  of 6 i and of w i when m i = O, 

i t  is c lear  that  6iwi=wi , hence 

(4.4) 

^ 

~. =7' wid i [ I+  
(?.(l-w i )h  i ) (r,6ih i )  

(Z6ih i )  (Zhiwi) ] 

L L L 
: ( i - -Z lh ) ( IS i  " : lWidi l / i --ZlWihi 

In terms of the (unknown) w i corres- 

ponding to mi>O, (4.4) can be wr i t t en  

^ L 
~. = ( r, h i )  ( r.w.d i )  (4.5) 

i= l  + i 

Z wih i 
+ 

where r. means summation only over those i such 
+ 

that  m i >0. ^ 

The estimated variance of ~. is then 
given by L 2 2 

(~.) =( r. h i )2 (+~ wi si ) (4 6) 
i : l  

( Zw.h i )2 
+ 1 

2). The corres- which is minimum when w i ~ (h i /s  i 

ponding optimal variance is thus 

L 
^ ( Z  hi )2 
Vopt = i= 1 (4.7) 

2 2 
r.h i /s i 
+ 

5.0 Conclusions 

We have presented a procedure fo r  combining 
rat io-based and d i rec t  estimates of populat ion 
to ta l s  in cer ta in  types of surveys. By jud ic ious  
choosing of the weights,  the variance of the es- 
t imate can be reduced; however, the ra t i o  e s t i -  
mation sets must be such that  the hypothesis of 
p r o p o r t i o n a l i t y  of h i to mi over s t ra ta  approxi-  

mately holds, otherwise a bias can resu l t .  

In the case of general B matrices and 
weights, the procedure, which is the l i m i t  of an 
i t e r a t i v e  process provides an approach to the 

problem of accounting for  missing data or large 
measurement e r rors ;  p a r t i c u l a r l y  when there are 
large d i f ferences between the coe f f i c i en t s  of 
va r ia t ion  of the ind iv idua l  stratum estimates. 
Also provided is an approximate technique fo r  
determining the weights. 

Further topics fo r  i nves t iga t ion  should in-  
clude the problems of how to se lect  the B matr ix 
and how to more accurate ly  determine or estimate 
weights. 
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