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1. INTRODUCTION

Let Y be the characteristic under study and
consider the problem of estimating the finite
population mean ny based on a random sample of
size n drawn from the population. If data on an
auxiliary variate X correlated with Y are avail-
able or can be obtained for all the units in the
population and the finite population mean ny of
the variate X is known, it is generally possible
to estimate the population mean py with greater
precision than by using the sample mean y. If
the relationship between Y and X is linear,
regression-type estimators are generally used to
estimate uy.

A frequently used estimator (see, e.g.,
Cochran [1]) is the linear regression estimator

Yo =¥ + glux - x) (1.1)

where ¥ and X are the sample means and g is the
estimated regression coefficient of Y and X
given by

B = Sxy/si (]-2)
with
n
Sxy = %(Xi - X)(yi - ¥)/(n-1) (1.3)
and 52 = T(xj - X)2/(n-1). (1.4)
1

As an example, consider the problem of esti-
mating the total area of the leaves on a plant.
Since the area of a leaf and its weight are cor-
related, Watson [10] used weight of the Teaf as
an auxiliary variate to estimate total area of
the Teaves of a plant. Yates [11] gives another
application where cultivated area of a farm is
used as an auxiliary variate to estimate acreage
under wheat. -

The regression estimator yg is generally a
biased estimator of the population mean uy, the
bias vanishing when the relationship between Y
and X is Tinear. Further, assuming x and y are
bivariate normal, its variance to terms of order
n-2 is given by

02(] - 92)
V) = L1+ 1 (1.5)
where o2 and 02 are the variances of Y and X and

o is th¥ correfation coefficient between Y and
X, (see e.g., Sukhatme and Sukhatme [9]).

Another regression-type estimator used fre-
quently in the type of situation considered here
is the so called difference estimator suggested
by Hansen, Hurwitz and Madow [5], defined as

Yd = ¥ + 8oluy - X) (1.6)
where Bp is a preassigned constant assumed to be

known. It can be shown that yd is an unbiased
estimator of uy and ts variance is given by
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2
_ as(1 -p2)
Vivd) = —i——;;—-—41 +52] (1.7)
where
o 1.0y (1.8)
5 = 1- Y, .8
{1-p2}% B

For fixed o # 0 it is clear that V(yq) is
minimum when 6 = 0, i.e., when Bg is equal to B.
In practice 8 is rarely known. If the prior dis-
tribution of B8 is available, then Bayesian techni-
gues can be used to estimate wy. For this, the
reader is referred to Han [4] and Mehta and Swamy
[8]. Usually only partial information concerning
the nature of the prior distribution is available.

Based on past experience, it may be possible
to make a guess g of the true value 8. When this
is the case yd would be preferred as an estimator
of uy. Otherwise, we would prefer yy as an esti-
mator of ny. In other words, based upon the rela-
tive closeness of gp to B, we would prefer to
consider a pooled estimator of the type

Yw = w(t)yg + [1 - w(t)lye (1.9)

where w(t) is a function of statistic t used to
test the hypothesis B8 = Bp against the alternative
B # B0. Such estimators were first proposed by
Huntsberger [6] and later by Mehta and Gurland [7]
who discuss problems concerning the choice of the
weighting function w(t).

In this paper, we shall restrict our choice
of w(t) to a function of the type

w(t) =1 if |t] < to
0 otherwise.

For the above choice of the function w(t), the
estimator yy reduces to what is known as an esti-
mator based upon a preliminary test of significance.
We shall call this estimator the_sometimes regres-
sion estimator and denote it by ys.
2. Properties of Sometimes Regression Estimator

. In this section the sometimes regression esti-
mator is defined and its preliminary test is
discussed. _

The estimator ys may now be defined as

ys =y *+ 8olux - X) if |t] < tg

(1.10)

i

(2.1)

y + 8{ux - x) if |t} > tg

where Lo~
¢ = (n-23° (8 - B80)sx ’ (2.2)
Sy{]—rz}%
n
55 = 2y - ¥)%/(n-1) , (2.3)
i
and r = Sxy/SySy - (2.4)

tQ being a fixed positive constant.

This estimator is based on a preliminary test
using the test statistic of 2.2. It is possible
to define in an analogous manner a sometimes esti-



mator of the regression coefficient as

Bs = 60 1f |t] < to
. (2.5)
=g if |t > tg.
It can be noted that és is a biased estimator of
g since
E(Bs) = 8o *+ EL(8 - 8o)|AC] P(AC).

3. Power Function of Test Statistic

In this section the power function for the
test statistic is derived. Usually, the power
function of the test of a hypothesis is used to
compare it to other tests. In this case the
power function can be used to determine the
appropriate level of the test.

Theorem 3.1. The power function for the
test statistic of (2.2) is given by

o (20021 p(2i4]) pne2isl,
2 2
P(t] > to) -k RGN
— (3.1)
n- 1
Ing ("3T_’ 7)

where 2
mg = (n-2)/(tg + n-2)

1 - n-1
ko= T h -7
o = §/(1+s2)%

and I (.,.) is the incomplete beta function.

Proof: Taking the joint density function
for sy, sy, and r, Cramer [2], and making the
transformation

u = (n—])s§/20§(1—p2),
- 2
v = (n—])rsxsy/ngoy(]—p ),
and L . .
t' = t/{n-2}%= (g - so)sx/sy{l—rZ}/2

it can be seen that the joint density of u, v and

t' is
oy _ hlu,v,t') o 25)] 1-92)1/2
flu,v,t') = b - L
=T 2y T
BAUT nti-2
(V - g X in R-‘
Y
_h(uv,t') T (-26)1 (1-8)172
lt,in—1 i=0 r(i+1)
n+i-2
'V - BOuox | in R2
(o}
y
=0 otherwise
where
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n-1
h(u,v,t') = gf%fkjiggl_i* exp[-u(1-p2)(1+82) -
nr{n-2)u
2 BUOZ"
+t
J~____(V - Mﬁl_Ji) 1,
ut'? %Yy
BrUo
R]={OSU<°°aO<tI<°°9 OX},
< > oy
BAUT
and Rp = {0 cu<ew, -»<t'<0,vVvc< 0 %3,
4
Y
Hence

P(It'] > tg) = 17 + Ip.

where
Iy = s flu,v,t') dv du dt*, j = 1,2
Rj0
BAUC
- o 1 i 0 Xy
R.IO ={0<u <o, -»<t'< -to, V< — }
Y
and BOUU
—_ 1) ] X
Ron = {0 s u<w, t <t <w, vz 3.
20 0 oy

Evaluating the two integrals in the order indica-
ted and using the fact that

- X2
1x]" exp(55) dx = 2 ¢ r(H)

(8 rdgh 297 = r(5-2)

]

and

we obtain the desired result.
4, Estimation of B
We have noted three methods for estimating
the regression coefficient

Bd = BO» (4.7)
By, = B (4.2)

and gg = gp if |t] < tp
(4.3)

B if [t] > tg

If conditions are such that the estimate of the
regression coefficient is desired, the question
arises as to when the sometimes estimator of the
regression coefficient would be most appropri-
ate. Actually the sometimes estimator of the
regression coefficient includes both B84 and By
as special cases. Hence, the sometimes estima-
tor of the regression coefficient may be used
whenever it is appropriate to estimate the
regression coefficient.

There are essentially four situations that
can exist:

a. MWe have no guessed value of gg. In
this case it would be appropriate to choose
tgp = 0 and thus Bs = Byg.

b. We have a guessed value gg and are
highly confident that our guessed value is
close to the true value B.



c. We have a guessed value gp and are
highly confident that our guessed value is not
1ikely to be close to the true value 8.

d. We have a guessed value gp and are
not sure of the relationship of the value of
gy to the true value of Bg.

The situation of case (a) requires no further
discussion. Cases (b), {c), and (d) require
further examination of how to determine an
appropriate value of tgy. A valuable tool in
making this determination is the power func-
tion (3.1) along with the level of the type

I error. Plots of the power function for
various sample sizes are given in the figures.

Consider first the case of (b) where we
are confident of the guessed value of gp and
hence are primarily concerned about the level
of the type I error (a). Suppose that the
sample size is n = 35; that o = .05; and that
|8] < 1/{n-3¥s = .213 which implies that
6 < .194. From figure C we have that the
power of the test is no better than .24.

Next consider the case of (c) where we
are highly confident that Bgp is not close to
the true value of 8. In this case we are
more concerned about the power of the test.
Suppose that we have taken a sample of size
n =-35; that the power is to be at least .9;
and that |§| > 1/{n-3}% = .213 which implies
that © > .194. From figure C we have that
the value of tg is approximately 1.17. The
level of o would be approximately .25.

Hence, the trade-off was not too bad.

For case (d) with a sample of size
n = 35, and intermediate value for ty bet-
ween those used for cases (b) and (c¢) should
be used.

In a similar manner to the procedure
indicated above, choices of tp can be made
when the sample size is different from
n = 35.

In conclusion, if a guessed value, BQ,
for g is available, it is best to use the
sometimes estimator (2.5) of the regression
coefficient. The value of tg should be
chosen in the manner indicated above taking
into account the confidence in the value of
Bp and other factors such as the cost of
making an incorrect decision in the test.
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