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Survey sampling has been faced with an impor- 
tant paradox since its inception. On one hand 
there is a need to produce estimates with minimum 

mean square error at minimum cost. This has led 
to the development of complex sampling designs 
which optimally utilize available resources. 
These designs tend to minimize the expected mean 

square error of the corresponding estimators. Un- 
fortunately, estimating the standard errors of 
these estimators is a complex and tedious task. 

On the other hand analysts have increased in their 
statistical sophistication and are demanding that 

survey sample data be utilized in fitting statis- 
tical models of population phenomena. This pro- 
cess of model fitting can be misleading when the 
underlying sampling structure is ignored. 

This is paralleled by the widespread aware- 

ness that sampling variance is not the only source 
of variation for an estimator. There is, in ad- 
dition, response variance arising from the respon- 
dents themselves. The way a respondent answers a 
question is subject to an element of chance and 
this variability can be accentuated by an inter- 
viewer's interpretation of the question or of the 
answer. In some circumstances this response vari- 
ance may dominate sampling variance. 

Research in the development of techniques of 
indirect estimation suggest ways of dealing with 
both the problem of estimating response variance 

and the problem of estimating standard errors of 
estimators from complex sampling designs. It has 
been shown that for appropriatel ~ designed samples 
all sources of variation, other than those due to 
under-coverage and other forms of systematic bias, 
may be estimated through estimation techniques re- 
lated to replication. The parallel development in 
techniques of variance estimation for estimators 
from complex surveys has likewise led to the tech- 
nique of replication, and further from direct rep- 
lication to pseudo-replication and balanced re- 
peated replication. 

It is by linking direct estimates to replica- 

tion and pseudo-replication that it may be possible 
toconstruct variance estimators which incorporate 
both sampling and response variance. In order to 
establish this linkage it is necessary to review 
the literature on response error and that on in- 
direct estimation. To date the literature in 
these two areas has been parallel, but separate. 

Hansen, Hurwitz, and Bershad (1961) and Han- 
sen, Hurwitz, and Pritzker (1964) have described a 
model for the total variance of a survey estimator 
from a simple random sample. This model partitions 
the total survey variance into two components, the 

sampling variance and the response variance. The 

sampling variance of an estimator based on n obser- 
vations reflects the variability of the estimator 
over the possible samples of size n from a popula- 

tion of size N. If the survey is a complete cen- 
sus then the sampling variance component equals 
zero. The response variance reflects the variabil- 
ity of an estimator from a particular sample over 
a conceptual (or actual) series of repeated trials. 

The response variance is further partitioned into 
the simple response variance and the correlated re- 

sponse variance. The simple response variance re- 
flects the variability of the individual response 
deviations, that is the deviation of an observed 
value on a given individual on a given trial from 
the expected value for that individual over re- 
peated trials. The correlated response variance 
reflects the correlations among response deviations 
of different units in a given sample and a given 
trial. 

Koch (1973) extends this response error model 

to multivariate response error situations and com- 
plex survey designs. The formulation is based on 
indicator functions as described by Cornfield 
(1944) and a Horvitz and Thompson (1952) type es- 

timator. The statistic is x t = N wiUiYi t 

i=l 

where 

and 

u l 

if population element i is in 
the sample 

otherwise 

Y 
it 

is defined to be a vector random 
variable with p components with t in- 
dexing conceptual repeated trials 

w. are known coefficients. 
i 

The {U.} specify the survey design and the E(U.) 

and E(~.Ui,) specify the probability of selection. 
The ran~om variables {U.} reflect sampling errors 

i 
and the {Y. } reflect response errors. The sam- 
pling variance and the response variance for this 
statistic are derived as well as an interaction 

variance term. Koch shows the relationship of the 
components of the multivari~ate response variance 
to be 

RV = i [ (SRV) + (n-l) (CRV) ] 
n 

where SRV = simple response variance and CRV = cor- 
related response variance which is completely ana~ 
ogous to what Hansen, et al. found for the univar- 
iate case. Koch further partitions the CRV into a 
simple correlated component (SCRV) and the inter- 
action response variance (IRV). Under certain 
simplifying assumptions, the var(xt) = ~ [(SRV) + 
(n-l) (CRV)] + [SV] where SV = sampling~variance. 

Direct methods for the estimation of upper 
and lower bounds for var(x ) are discussed by 
Koch, Freeman, and Freeman~(1975). They note that 
if the sampling variance is the most important 

source of error, then the lower bound is the most 
appropriate estimator. If simple response variance 

is the most important source of error, then the 
upper bound is most appropriate. 

Hansen, Hurwitz, and Bershad (1961) show that 
if the response deviations are uncorrelated and 
the sample is selected by simple random sampling 
with replacement, then the usual sample estimate 
of the sampling variance will reflect not only the 
sampling variance but also the response variance. 
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It is also possible to include both sampling 
variance and response variance in the variance es- 
timate when the method of replicated sampling is 
used in the sample design (Deming 1960). Repli- 
cated sampling also has the distinct advantage 
that it allows one to bypass complicated formula- 
tions when obtaining estimates of the variance of 
estimators. It is these two properties of repli- 
cated sampling which make it the natural link be- 
tween these two areas of research. 

Replicated samples, interpenetrating samples, 
and random groups are three names describing essen- 
tially the same technique. The idea behind repli- 
cated sampling is that a sample of size n can be 
designed to include k independent sub-samples(rep- 
licates) of size n/k, each of which reflect the de- 
sign of the entire sample in all respects except 
size. With interpenetrating samples and random 
groups a sample of size n is selected and then ran- 
domly divided into k groups of size n/k. With 
these methods of replicated samples, the desired 
statistic, x , y = l,...,k is computed for each 

Y 
replicate, e~ch x being an estimate of the popula- 

Y 
tion value. The x may represent any statistic 
such as a mean, t~tal, regression coefficient, etc. 
The estimate for the entire sample is the average 
of the replicate estimates, 

-- 1 k 
x . The variance of this estimateisgiven x=~ "¥ ~' 

k --2 
= i-f Z (xy- x) where i-f is the by var (-x) 

k(k-l) Y 

finite pop'n correction. 

As noted by Hansen, Hurwitz, and Bershad the 
total response variance can be partitioned into the 
simple response variance and the correlated re- 
sponse variance. It is the correlated component 
which is usually responsible for the greater con- 
tribution to the total response error. Until re- 
cently attempts to estimate the components of re- 
sponse variance have centered around replication 
in the sense of repeated measurements on the same 
unit or the method of interpenetrating subsamples. 
Bailar and Dalenius (1969) present a comprehensive 
review of these two methods and also designs using 
a combination of both methods. 

Interpenetrating samples, a technique proposed 
by Mahalanobis (1946), enables one to estimate the 
correlated component of the response variance. The 
study is designed so that there is no correlation 
between the errors of measurement in different sub- 
samples. For example, assuming that interviewers 
are the only source of correlated measurement 
error, an interviewer would not be assigned to two 
different subsamples. The method provides an es- 

timate of the correlated component of the response 
va ance by subtracting the within subsample var- 
iance and dividing by the number of interviewers. 
Deming (1960) proposed a method randomizing the 
interviewer's assignments over the subsamples in 
a randomized block design. In this design the 
variance between interviewers can be computed and 
the variance between subsamples will not reflect 
the differences between interviewers. Mahalanobis 
attempts to measure the total variance and Deming 

attempts to measure the 'pure' sampling variance, 
by the variance between subsamples. 

In general, with replicated sampling, the sta- 
bility of the estimate of variance tends to in- 
crease with an increasing number of replications. 
Increasing the number of replicates, however, can 
be difficult since if you wish to keep the over- 
all sample size constant you are limited in the 
number of replicates you can have and still main- 
tain a reasonable replicate size. This is one of 
the considerations which led to the development of 
the method of pseudoreplication. 

The method of pseudoreplication, also called 
half sample replication, and repeated replication, 
was described and improved upon by McCarthy (1966). 
The method is based on a sample being designed 
with k = 2 replicates, each replicate being a 
half sample, so the sample is stratified with two 
independent selections per stratum. Instead of re- 
lying on only the two half samples originally 
chosen, new half samples are created by selecting 
either the first or second element from each 
stratum. If there are L strata this yields a pos- 
sible 2 L half samples. The average of all half 
sample estimates of the mean is equal to the stra- 

tified mean, Y--st' which is an unbiased estimate of 

the population mean. Also E[(Yhs - Y--st)2]=Var(Yst ) 

for repeated selections of the entire sample. In 
practice the repeated replication technique is not 
restricted to the strict design above. The 2 PSU's 
per stratum design can be obtained by other methods 
such as by collapsing strata or if there are rep- 
licates within a PSU by combining them to obtain 
two. Using all possible half samples may not be 
feasible due to extensive calculations. 

In developing the method of balanced half 
sample replication or balanced repeated replica- 
tion (BRR), McCarthy (1966) showed that by choos- 
ing a subset of half samples, such that the be- 
tween strata contributions to the estimates of 
variance are eliminated, one can retain all the 
information available in the total sample. In 
other words, the same variance estimator is ob- 
tained as if all possible half samples were used. 
Use of a design matrix with the number of columns 
equal to the number of strata and each row repre- 
senting the selected half sample constructed so 
that the columns are orthogonal will result in the 
desired subset of half samples. The number of 
half samples required will be at most 3 more than 
the number of strata. 

The Connecticut High Blood Pressure Survey is 
one which lends itself well to examining the pre- 
viously discussed concepts. The survey is a com- 
plex, multi-staged, probability sample which was 
designed to include four independent replicated 
sub samples . The 169 towns of Conn. were divided 
into 32 strata on the basis of Health Service Area 
and population size. In each stratum, one PSU 
(town) was selected. Within each PSU, four inde- 
pendent systematic samples of segments were chosen. 
The segments were created to be of approximate 
size of 16 housing units. Within each segment a 
random sample of housing units was chosen with the 
sampling fraction equal to 1/4. 
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The type of estimator analysed by Koch and 
described above will be used in this survey. A 
sample estimate will be the average of the four 
replicate estimates and the variance of the es- 
timate will be estimated as described in the sec- 
tion on replicated sampling. Also, balanced half 
samples will be created. Sample estimates and 
variances of the estimates will be calculated by 
the balanced repeated replication technique. A 
comparison between replicated sampling with a 
small number of replicates and balanced repeated 
replication can be made. 
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