SOME UNRESOLVED APPLICATION ISSUES IN RAKING RATIO ESTIMATION

E. Lock Oh and Fritz Scheuren, Social Security Administration

This paper provides a few initial results from
a simulation study of raking ratio estimators.
The particular aspects of raking examined here
were in part suggested by our various 'real
life" experiences with raking, some of which
are described in the previous paper [31].

1. SOME UNRESOLVED ISSUES

Despite the extensive literature on raking (see
references in [31]), there remain a number of
major unresolved issues. With one slight excep-
tion [35], for example, there has been no consid-~
eration of what happens to raking ratio estimators
when the outside (or external) marginal totals are
themselves subject to error. There also seems to
have been virtually no study made of the proper~
ties of raking estimators when the sample (or in-
terior) marginal totals are subject to misclassi-
fication or other response problems.

Perhaps the issue of most concern to us has
been the performance of raking ratio estimators
when used, as is commonly the case, in surveys
(like the Current Population Survey [49])which
suffer from coverage errors. In particular,
what kind of bias-variance tradeoffs can be
expected (especially in small samples)?

The use of raking to make coverage adjustments

is the focus of the simulation results pro-

vided here. Our attention will be confined to

an examination of raking's impact on the mean
square error when adjusting for coverage errors
in samples of small to moderate size. We will
assume basically that the coverage errors en-
countered are such that every class of individuals
in the population is represented in the sample,
but not necessarily in its proper proportion.

2. INITIAL SIMULATIONS

The simulation experiments we have conducted so
far systematically vary six different factors.
These factors, and how each was treated,

are discussed briefly below, along with some of
the hypotheses we wished to test.

Sample size.--Four different sample sizes were
examined: n=50; n=100; n=400; and n=800. One

of the hypotheses of interest here was that for
the smaller samples (e.g., n=50 or n=100) there
would actually be a marked deterioration in var-
iance performance over the unraked estimator.
(This turns out to be the case in at least some
circumstances as we will see below.)

Number of levels of each marginal raked.--Atten-
tion was confined in the simulation to only the
simplest form of univariate raking, i.e., the
case where we successively rake a sample to

known outside row and column totals. In the com-
putations done for these Proceedings, we have
looked at just 4x4 and 7x7 tables. 1/

We hypothesized that the variance performance
of the 7x7 raked data would be inferior to that
for the 4x4 case in small samples. We surmised,
too, that it would become superior only in mod-
erate to large samples where there was a very
strong dependence between the raked and unraked
information.

Whether the expected sample totals and outside
marginal totals were equal.~-Two alternatives

were considered in the simulation (see figure

1):

(a) Unbiased.--The row and column outside mar-
ginal totals, or '"controls,” were equal
to their corresponding expected sample
counts,

(b) Biased.--The controls were taken to be
different from the sample expected values.

The questions of obvious interest here are to
what extent did the bias "correction" adversely
affect variances, and at what point did it begin
to reduce the mean square error?

Figure l.--Expected Sample Marginals and Outside
Controls for Sample Size n = 50

Row or Unbiased Biased
Column Class 77| Ax4 Tx7 | 4Axa
First............ 10.0 5.0

20.0 10.0
Second........... 10.0 5.0
Third............ 7.5 5.0
15.0 12.5
7.5 7.5
5.0 7.5
10.0 17.5
5.0 10.0
5.0 5.0 10,0 10.0

Note: For the larger sample sizes considered in the simulations the
"controls" used were multiples (2,8 and 16) of those shown above
(for n = 100, 400 and 800 respectively).

Extent of relationships within variables being

raked. g/——Three alternatives were considered
(see figure 2):

(a) Totally unrelated.~-The row and column
variables were statistically independent.

(b) Totally related.--The row and column var-
iables were the same (i.e., we set the
column variable equal to that for the row).
This is equivalent to employing a simple
ratio estimator based on the rows.

(c) Partially related.--At random, one-fourth
of the time, we made the column variable
equal to that for the row.

We hypothesized that when the raked variables
were totally unrelated, the adjustment would
have a greater impact on the variance than for
the partially or totally related settings.



Figure 2 - Alternative relationships between row
and column variables used in the raking

Extent of Row
Relationship Variable X;

Column

Variable X,

Totally - o
Unrelated X =K X5 = X
Totally ~ ~
Related X =% Xy =Xy

X X, < .25
Partially : 4
Related ')"(l =X % =

Nature of variables whose mean square error we
wish to reduce.--The basic structure of the ex-
periment was to draw samples of vectors,

X' = (Xl, X2, X3, X4),
each component of which was an independent uni-
form random number on (0, 1). Two basic func-
tions,

Yh = gh(z) h=1, 2,

were examined in the simulations. These were:
(a) bounded "uniform type'" random variables
{gl(ﬁ)} constructed essentially as linear

combinations of some of the components of
X; and

(b) unbounded "exponential type" random var-
iables {gz(é)} obtained as linear combina-

tions of some of the components of Z where
Z and X are related component for component
by the (probability integral) transforma-
tion

X =1~ exp -(0.1) times Z} .
Naturally, greater variance effects, both in-
creases and decreases, were anticipated for the
unbounded "exponential type" variables rather
than for the bounded "uniform'" ones.

Degree of dependence between raked and unraked

variables.-~There were three types of dependence
considered between the raked row and column var-
iables and the "unraked" {Y, |variables.
characterized these as "Complete Independence,"
""Complete Dependence," and "Partial Dependence."

There are two versions of each form of dependence

subject to whether a "uniform" or "exponential"
type variable is being looked at.

Replication of experimental conditions.--The
results to be discussed in the next section were
based on 200 replications for the n=50 case and
100 replications for sample sizes n=100, n=400

We have

(See figure 3.)

724

and n=800. In every instance the raking was
carried out until for all levels of the row and
column marginal either

outside total
In adjusted sample total < .00001

or the process had proceeded for 100 cycles.

Generally, except for samples of size n=50,
convergence occurred quickly even when the
expected sample marginals differed from the
outside totals being introduced. For the
n=50 samples, two difficulties arose. First,
in five or six cases, one (or more) row or col-
umn classes of the data were zero and, hence,
raking could not be carried out unless some
collapsing was done. (We discarded these
samples before raking and they were not used
in any of the comparisons.) Second, again
because n=50 is so small, for the biased 7x7
case a substantial portion of the replica-
tions were ones where we proceeded the full
100 cycles, i.e., convergence did not occur.
(These latter samples were, however, still
used in the comparisons, and undoubtedly
contributed to the poor variance performance
of the raking estimator for n=50.)

Figure 3.——Altemal':ive relationships between the
raked and unraked variables

Form of Uniform-type Exponential-type
Dependence variables variables
Complete
Independence v= X3 ¥= 23
Complete Y = 0.5+Y9/5 &1/3(Xl—.5) Y = 10+ 9/5 {l,’3(21—10)
Dependence
+2/3(,=.5)} + 2/3(2,-10}
Partial ¥=0.5+36/14 {1/3(x1-.5) Y=10+{36/14{1/3(zl—10)
Dependence
+1/6(X2-‘5)+l/2(x3-.5)} +l/6(22-10)+l/2(23-10)}

3. RESULTS OF
INITIAL SIMULATIONS

In this section we will attempt to highlight,
factor by factor, the simulation results ob-
tained. We will focus our remarks (see tables
1 to 3) solely on the performance character-
istics of the means of the unconstrained var-
iables {Yh}.

Sample size.--For the n=50 case, as expected,
there was an increase in the variance caused
by the raking. This was especially marked if
an adjustment for coverage errors was being
made. It is also interesting to note that

the increase occurred quite generally, even
sometimes when the raked and unraked variables
were completely dependent.

For the larger sample sizes, some variance
"srice" continued to be paid when raking if the
unconstrained mean was independent of the raked



variables. When it was not independent, sub-
stantial benefits in reduced variance were
achievable.

Number of marginal totals.~-As hypothesized, for
n=50 the variance performance of the 7x7 raked
estimator was inferior to the 4x4 one. If the
raked and unraked variables were independent, the
7x7 raked estimator continued to be inferior for
larger samples. The difference decreased as "n"
grew larger but did not disappear even for

n=800. If the raked and unraked variables were
dependent, then the performance of the 7x7 and
4x4 estimators followed no consistent pattern.

To compensate for the variance increase that
sometimes accompanied the use of more controls,
there was an accompanyimg increase in the 7x7
estimator's ability to reduce the coverage bias.
Except for n=50, in fact, when adjusting for
coverage errors, the root mean square error of
the 7x7 estimator was smaller than the corres-
ponding 4x4 estimator. This was true even
though the classifiers used were such that the
ratios of outside control to expected sample
total were the same before and after collaps~
ing from seven classes to four (see figure 1).

Whether expected sample totals and outside '"con-
trols" were equal.-—The variance impact of using
raking as a coverage adjustment procedure can be
clearly seen when we contrast its behavior to a
raking estimator for which the outside totals
and expected sample marginals were equal. Our
simulation results show, for instance, that
there was virtually always some increase in the
variance when the controls differed from the
expected sample size. This increase tended to
be quite large when the unconstrained mean was
independent of the raked variables. It dimin-
ished in importance in the partial dependence
case and all but disappeared (for n>50) when
there was complete dependence of the uncon-
strained mean on the raked variables.

Extent of relationship within variables being
raked.-~By and large, if the raked variables
were not related to each other, then the raking
had a greater impact on the variance. This im-
pact could be either beneficial or adverse. If
the unconstrained mean was independent of the
raked variables, then the impact was adverse.
On the other hand, if the unconstrained mean
depended completely on the raked variables,
then the greatest variance reductilons were
achieved.

Nature of variables being studied.--The same
overall patterns we have been describing
occurred for both the "uniform" and "exponen-
tial" type unconstrained means. There was some
difference in the behavior of these two types
of variables but it was a question of degree
only. Substantially larger changes occurred

in the "exponential means than in the "uniform"
ones when adjusting for bias. Conversely (con-
trary to our expectations), the variance impact
of the raking tended to be smaller for "exponen~
tial" variables than for "uniform" ones (i.e.,
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smaller relative increases or decreases occurred
for the "exponential' cases, all other things
being equal).

Degree of dependence between raked and unraked
variables.--Perhaps the most important factor
in deciding whether to use a raking ratio
estimator is the degree of dependence antici-
pated between the raked and unraked variables.
If there is little or no dependence, then raking
just tends to increase the variance, especially
in a very small samples or when attempting

to correct for coverage errors. If there is a
moderate amount of dependence, then raking can
be quite beneficial. In fact, it can simul-
taneously reduce both the coverage bias and the
sampling variance.

4, CONCLUSIONS AND AREAS
FOR FUTURE STUDY

In a multi-purpose survey with many, many var-
iables, we typically would have a situation in
which a raking coverage adjustment materially
reduced the mean square error of some variables.
At the same time, however, the variance of the
remainder would increase, possibly quite sub-
stantially, if the coverage errors were at all
serious. It is hoped that the simulation re-
sults just described can aid practitioners in
assessing the trade-offs involved in such set-
tings. Obviously, though, this paper is just
the beginning of our attempts to understand
more about the performance of raking estimators
when used to make coverage adjustments. For
example, we need to go on and explore the be-~
havior of alternative variance estimation pro-
cedures (as suggested by the discussant when we
delivered this paper). We also want to see how
much difference there is in the mean square
error 1f we iterate only a few cycles instead
of attempting to achieve complete convergence.
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FOOTNOTES

1/ When this paper was presented in San Diego,
we also provided results for 5x5 and 6x6
tables. The patterns exhibited by all the
simulations were roughly the same; hence, we
have restricted ourselves just to the 4x4
and 7x7 tables, i.e., to the extremes.

2/ In our original paper we did not include this
factor. The discussant suggested that at a
minimum we compare the raked and simple ratio
estimators as well as raked versus unraked
estimators. We were happy to oblige.



TABLE 1,-~RELATIVE PERCENT CHANGE IN UNCONSTRATNED MEAN BY NATJRE OF DEPKNDENCE,

MELHOD OF RAKING AND WHITHER SAMPLE DAI'A IS BIASED OR WOT

DEGREN OF DEPENDENCE BETWEEN RAKED VARTABLES AND UNCONSTRAINED MkAi

COMPLETS INDEPENDENCE

COMPLATY DEPENDENCE

PAKTIAL DEPENDENCE

RAKRD MAKGINALS

UNRELATED AJ RELATED

ITEY
RAKED MARTTNALS STMPLE
: RATIO
UNRELATED RELAT%D ADJUSTHENT
PART T
UNBTASED CAST
7x7 RAKRD DAT4 BY
SAUPLE STIE
S0reranonson 0.8542 1.0635 0.2248 T2,313€
1000asecannnss 0.1211 0.0289 2.1410
uIg., 0.1203 0.1428 0.1758
200, T0.0014 0.0252 3.1704
4xu RAKRD DATA BY
SAMPLE STZ%
S0uraroncnens 0, 2748 0.4330 70,0080 T0.00u5
1000 eesesannen TC.04kR 0.1888 T0.0207 042760
B00iaeavnsonss _0.0672 _0.0808 0.0642 0.3u08
800 nrannonns 0.0211 0,0070 0,0135 0.3340
BTASED CASE
X7 RAKED DATA BY
SAMPLE STZE
50 neenreesns 0.32377 0.7104 J.10€9 33,6511
100aessenanses 3. 00F8 £.2035 ~0,0325 41,4355
400, G.2F0L T0.1404 0.0183 42,5662
200, ., 0.F183 ~0.4002 T0,1175 41,5615
Yx4 RAKED DATA 8Y
SAUPLE STLR
50000 T5.0235 5.13F2 0,114 27,6979
10040.s T4.2712 3.0143 “o.082F 30,7580
400,40 0 Uiyl T0.143F U, D604 39,9650
B00. evnannenes “6, 5508 “0.3188 T0,0018 39,0732
PART 1T -
UNBTASED CASK
7x7 RAKRD DATA BY
SAMPLE STIR
50, 1.3634 1,4368 0.489¢ T2.77M7
100, 0.1089 0.1502 T0.058F 0. 5045
4000 eesnennens 0.1888 .2208 0.1040 0. 4704
B00savnassnnsse 0,01€5 “0.0081 0.0394 0. 4884
Uxt RAXGD DATA BY
SAMPLE STZR
0,375¢ 0.4388 0.1971 T0.0216
0.0017 0.2128 70,0780 Oa 431
041093 041595 3. 0810 0.6575
800uesenasasas 0.0089 0.0262 0,0416 0. 6844
BIASED CASY
X7 RAKT
SAYPLE
50. 0,1573 0.9231 0.7878 5F, 9549
100. 047540 0.8549 02,0793 69,8573
4000iasnsanens 70,0001 0,4224 0,2679 73,2186
3D P “G.u100 ~0.0805 0.0870 70,2537
Uxi RAKTD DATA 8Y
SAMPILE STIR
50snacnnnennse To.118€ 0.2331 0.1852 82,2009
190, vees 0.217€ 0.376¢ 2.0732 €€, 7069
400, . T0.126F 0.2678 0.2689 £7.2370
8004 uens . TB.2on0 T0.0157 0, 2488 87,2775

STHPLE
RATIO

ADJUSTHENT

~ YNIFORM-TYFE' VARIABLES

TZ.0879
0.4798
0.6536
0.6550

90,0260
0.5812
0.7570
0.7714

24,4543
28,8568
20,5871
20,7025

27.157¢
28,1971
28.£2€9
28,7340

VEXPONENTIAL-TYPEY VAKTABLES

T2.8520
0.7967
1.0457
1.0333

“0.4005
3,8024
1,1933
1.2164%

41,2274
47,9930
49,4622
HOLRL5Y

44,2236
“f.8ERE
47,7921
48,0134

0.7365
0.4330
09,3799
0, 4294

0. 5403
0.1742
0.285¢
0. 3424

13,9715
13.8952
13,9881
14,0438

13,2622
13.00186
13,2993
13,3€53

24,3113
23.0271
23,4715
23,6101

23,2652
21.7250
22,277¢
22,4518

HAKED MARGINALS

SIMPLs

JRRELALED RELATSD
70,5805 T0,1573
0.5066 J.6921
30,5189 0.6611
0.4208 00 G443
3.0200 U UTSE
0.3324 J.6160
0. 449 0.5235
0.3730 U 5163
21,1873 19,9535
25,3351 24,7162
25,001¢ 21,5794
24, 7989 21,4066
22, 849€ 2.4139
23,9425 20,7308
23.9736 20,7322
23, 36E5 20,6577
T9.F020 Toe2711
0.5165 0, 5434
3.5880 0.77€€
0. 4443 0.5609
70,0115 Ue 2325
0.34990 0,573
0,5201 0.7190
0,4417 J. 6174
35,1305 32,7998
42,4058 35,8049
42,0293 36,1222
41,6774 35,7550
37,1619 33,0016
413, 0787 34,1922
40,1011 34,6547
40,1132 34,5158

RATIO
ADJUSIABNT

1.1e51
U. 5130
J.595¢8
0.5163

Ua 7513
e 3150
Un 4244
deu037

17,3114
16,9212
17,6000
16,9045

16,2613
1f.0¢il
1642547
16,2436

29,4224
27,7306
28,1199
28,0209

28,0104
26,4529
26,8656
26,2112
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TABLE 2.--

BIASED OR NOT

RELATIVE PERCENT CHANGE TV STANDARD ERROR OF UICONSTRAINED MEAY BY VATJRE OF DEPENDENCE, MELHOD OF RAKIVG AND WAET4ER SA4PLe DAPA IS

DEGREE QF DEPENDENCE BETWESEN RAKKD VARIABLES AND UNCONSIRAINED MEAN

COMPLETS INDEPENDENCE

COMPLETS DEPENDENCE

PARTIAL DubENDENCE

TTEM
RAKED MARGIVALS SIYPLE RAKED MARGTVALS STMPLY RAKED MARGINALS sluele
RATIO RATTO - KArto
UNRELATED J RELATSY ADSJSLARNT JNRELATEL RELATE ADJUSTMENT JOKELATSD huLALSD ADJ JEL 8N T
PART I ~ "UNIFORM=TYPE' VARIABLES
UNBTASED CASE
Tx7 RAKTD. DATA BY
SAMPLE STZR
S0cesneunsans 28,0885 23,975€ 17,9181 T2.9858 1. 2054 7.5032 14,3073 8.7258 7.9716
130, . 9, 7853 10.F40E 7.5242 T83,0342 T40, 8634 14,2655 10,4723 T16.7612 T17.1507
4000 eneennoens 5.1158 4o H12€ 1,4203 784,939 750, 7409 T1u.5800 71,7920 22,1189
200uaeenanrnns “0.00951 1.4993 0, 2062 T85,3595 TR0 U0 T15.3240 28,7347 T23.047%
Uxt RAKED DATA BY
SAMPLE STIR
i P 12.83¢8 12,2042 4,584 T3.,0215 G.76€23 2,9159 1.7825 5.9982 243144
1000 esenennnan S.0fg0 Fo1514 3,2422 TF9,5525 “ag.5023 718,1085 3. Tide w03
2,2681 2.65u4 0.9F53 £8.3077 TH2, 466 T14.4232 2 T21.8855
T0.4122 0.FE50 0.0211 T73.3581 “47,7633 “15,1337 T2z.6030
7x7 RAKED DATA BY
SAMPLE STZR
50casssrennas 81,27F1 71,0039 43,3960 40,3490 39,2762 20,3011 Fidy 9455 2142695
6F . 5E7R 53,2557 26, €596 80,6721 “5.6257 “3.2865 21,2143 T3, 7964
50,2068 34,0251 23,2212 T84, 5038 710, 7395 5.8024 14,5021 Ti9.2437
B304 eennrenene LE B3R 28,7202 11,9621 w5, 50€F “23,7088 “3.7813 7.3590 Ti1.7206
4xy RAKED DATA BY
SAIPLE STLR
S0nsennsonnns 754 FOF5 57.F538 26,5811 83320 22,1940 14, 5839 36,4610 11.1017
1300 ueonannnns 53,3808 43,5045 19,4036 EENEEY T2.9530 &,2129 15,449y 78,7511
47,2028 24,5974 22.£438 T72.1091 T12.32u4 545602 13,5652 Titl.u72
40,0275 21,7419 a, 4810 T74,09036 T2R.596F 4,0235 £.9843 T16, 0154
PART TT = 'EXPONENLTAL—TYPE' VARIABLES
YNBTASED CASE
7x7 RAKED DAT4 BY
SAMPLE STIR
5 T 20,9734 30,£210 18,229 75,1010 To.0290 16,4981 14,2248 10,4459 19,0942
. 9,04 8¢ o, 5417 7,894 63,3927 38,3794 T15,9653 RURCEY T15,3555 17,7314
.. 5, 4796 4, 7602 1.7430 TER.Q58F Tul, 1361 T13.1318 T17,3002 17,1112 18,7531
800usnnnnonnes T0.F070 0.1207 To.0887 62,2078 Thg,ug82 T12.6173 T20.3352 T14,3959 17,1688
Yxi RAKED DATA BY
SAMPLE STLR
10,8215 10,3200 8.1118 T4.0458 “0.1202 12,2009 U, F702 G.4949 15,462y
4,3724 4, 7549 2.7422 TE0,3050 38,2203 19,4466 T20. 2454 T17,203% 19,4595
3,2221 2,963 1,0779 TR5, T4 Tuz, 3684 T13,3866 719, 2563 T18,8287 Ti9,1187
T1,4020 T0,7210 73,1858 Te2,7701 Tug, 0720 T13.€757 T19,%135 T17.5520 T17.1020
7x7 RAXED DATA BY
SAMLLE SIZ8
712517 £9,0369 43,8727 7149420 £0, 4432 49, 4973 £3.5594 53,2207 46,1719
£5,40997 53,6405 29,4283 15,5542 25,0653 3.2552 36,1020 24,1653 1, 5467
40,1210 38, R39E 20,5338 T17,2178 21,2627 19,5808 23,3482 18,0832 4,1554
00usrnrenrvan 32,0277 16,8909 5.2030 21,1461 74372 6.9432 24,5550 2, 2054 73,1899
Uxt RAKRD DATA BY
SAYPLE STZR
50, 62,7472 59,3478 31,1040 u7,8924 4o, 06 H6 43,7109 42,2690 43,9682 41,9225
53,7795 45,2523 72,3463 14,5031 20,8135 T1.0840 2647356 21,4924 T1.6753
4u, 71 37,2038 28,7954 T17.6611 16,3669 17,4082 19,8396 16,1590 3.7769
800ssvannasnss 27,0033 12.141¢ 2,884 T1€.2339 T7.5887 6.7783 24,7746 7.7126 76,0839
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TABLE 3.~~RELATTVE "PERCENT CHANGE TV SYMMETRIC 'TH0 SIGMA' LOWSK CONFIDENCE LIMIT JF UNCORSTRALNED MEAN BY NATUKE OF DuPUNDENCE, MELHOU O RAKING
AND JHETHER SAMPLE DATA IS BIASED OR NOT

DEGREE QF DEPENDENCE BETWSEN RAKED VARIABLES AND UNCONSTRAINED MEAN

COMPLETE INDEPENDENCE COMPLETY DEPENDENCE PARTTAL DEPSNDENCE
rTRY
RAKED MARGTIVALS STHPLE RAKED MARGTNALS STHPLE RAKED MAXGIVALS SLAPLE
RATTO RATTO RATTO
YNRELATED RELATED ADJYSTHENT INRELATED J RELATED ADJUSTMENT JHRELATSD KELATKD ADTUSTMENT
PART T ~ "UNIFORM-TYPE' VARTABLES
JNBTASED CASK
TxT RAKED DAT4 BY
SAMPLE STZE
Tu, 2584 3,237 “3,0077 “1.9602 T2.7677 T0.€933 73,5779 T1.9820 042331
T1.1178 “1.1180 T3.0340 11,6578 £.2042 2,4682 3,4181 3.2356 3.0872
“0.1888 Tg.1410 3, 0844 5, 3461 3.808¢9 1,2989 1.8609 2,089 2,096
8000sencnennsn 0.9023 “0.0833 0.0146 4.3310 3.1360 1,1943 1,699 1.6315 1.5476
uxit RAKED DATA BY
SAMPLE STZH
2.0834 71,7794 To.8728 0. 7181 To.1028 0.0383 "0, 2698 T0.6592 U, 4302
70,7030 78,5772 T0.u4552 o, ayi7 5.9930 2.7057 3.3427 3,2951 3,019
0.1308 “0.0787 2.0085 4, 5554 3,4106 1.1886 1,8225 2,0561 1,8972
“0.0056 “0.,033¢ 0.0132 3,9106 3.1270 1.0936 1.5844 1.5552 1.4345
BIASKED CASH
X7 RAKRD DATA BY
SAMPLE STZE
S0vevevsonaes A4 95RF T12.u01F 7.9128 32,2359 21,3223 12.£171 13,0204 14,3031 16,4953
1000aae. TR L2y “FLu00) T3, U616 58,3432 32,9301 16,2743 25,9356 22,6654 19,9401
73,4009 T2.25u5 T1.8175 49,3061 32,0629 14,4902 25.£897 22,7320 1d, 8001
T2.476F “1.4718 T0.5742 47,728¢ 32,2047 14,9080 25,5622 2244201 18,1616
uxy RAKED DATA BY
SAMPLE STIR
e sromaneans 13,3065 T10.F630 541287 43,0031 28, 2EL 12,9587 18,209 17.3212
T7.1F4R 75,5727 70,5859 54,7180 32,5105 16,0415 22.3€6E8 19,7138
“3,2727 72,3358 T1.358¢ UF, 8456 31.128¢ 13,7754 21,9247 18,0824
B00eesanennnen “2.1528 T1.1008 “0.37F5 45,5082 31,4195 14,2003 2i.4d20¢ 17,6555
PART I1 ~ "EXPONENTIAL-T{PE' VAXTABLES
UNBTASKD [AST
X7 RAKED DATA BY
SAMPLE STLE
50evssennrnes To,286F "o, 0605 75,2907 T1.7770 “3,3621 “h.B3E2 “E.5696 “4.5025 Ty, 2997
100.. “2,0R30 72,0206 “1,0045 17,1439 10,097y 443400 5.1674 4, BUST 5.0569
400, . 70,4132 “0,2501 3. 0342 28,1043 £.0205 1,737 2,5741 2.7666 2.855¢
800ua0nennnsos 0,0R25 T0.03098 0.0u87 £,0102 5.0138 1. 4463 2.0524 2,0275 1,7882
uxt RAKED DATA BY
SAMPLA STLE B B ~
504eeennnnnnn T3,381F 73,1153 2.7725 2.0117 T0.5084 73,0988 “0.2860 T1.4830 3.7708
100 T1.0127 To.8u14 0.7326 1€.5198 11,0771 5,0001 5.8538 5,4931 5. 4451
u0g 0.2108 0.13€8 T0.0234 7.9801 5,0800 1.6855 2.7203 2.8938 245137
B00usesresnnss 0.1100 0.0821 0.0569 5.7855 5,0899 14428 1.9773 2,0231 1.7407
BTASED CASE
7x7 RAKED DATA 3Y
SAMPLE STZE _ _
500 nsanseanes  25,£207 T23,57F0 14,7632 504 7664 33,2029 13,9117 23,6881 2445806 22,6809
120444 .. T1g,2722 11,3964 76,7328 92,4972 52,9695 28,1756 45,6994 38,9207 34,7398
400uearannnas “5.1030 T3.R185 T2.8264 79, 84E2 52,5672 23,9549 44,1376 33,1280 30. 7860
800ssusennense 2.8433 1.3429 T0.2004 77,6003 54,2336 24,9408 43,0024 37,8244 30,4355
Uxt RAKED DATA BY
SAMPLE ST2% B
50 22,7273 T21.0292 719, 9359 £8,1091 42,2231 14,8220 35,1064 28,5877 22,4109
190 T12.2139 T10.0385 5.0963 87,8534 53,6507 27,7164 43,8505 37,5918 33,9814
T4, 8420 73,8375 T2, 7473 76,5852 51.2524 22,8141 42,4497 36,7123 29,4343
800heensnsnnsn 72,3075 70,9125 0.0556 74,0082 52,4427 23,7114 41,2005 3645894 20,4638
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