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Introduction 
A number of procedures have been or.posed 

for employing one or more auxiliary variab%es 
with known totals for the population as an aid in 
estimating the unknown total for some variable of 
interest• Thus, even before they began to use 
statistica~ sampling not many years ago, auditors 
of financia! statements commonl.y used the ratio 
of error amounts to book amounts in judgment sam- 
p!es of the c!ient's accounts as an estimate of 
the ratio for the popu!ation. And since the sum 
of the book amounts for the poou1_ation is a!- 
ways known, this samo!e ratio cou!d be used to 
estimate the total do!tar error in the accounts. 

~,~en auditors ~ot around to usin~ statisti- 
ca~ samo1..in~ and tried to oomph.re confidence 
~imits by conventional methods, however, they ran 
into a problem for the reason that the sample of- 
ten includes very few errors or none at all, an4 
the computed confidence limits were therefore un- 
re!iable. See Neter and Loebbecke (.1977). 

To solve this orob~.em, Anderson and Teit~e- 
baum (1973) propose a procedure ~hich they ca~!. 
dQ!!ar-unit sa.mp!in~. ~orrowd.ng an idea from 
Demin~ (1960, p. 89), they take each dollar of 
each book amount (xj) in the .copulation as a 
samp~in~ unit. And exploitin~ the fact that the 
error amount (y~) for a oarticu~.ar account is 
rarely greater ~han the b.ook amount, they assume 
I to be an upper bound to the prorated error a- 
mount (i.e., yj/x i) for any do!!ar unit. 

They a!so emD]oy an unproved theorem in non- 
parametric estimmtion to compute an upper confi- 
deuce ~imit for the tota~ do~lar error in the 
oopu!ation. ?~%.i~e the authors do not discuss 
point estimates, it is easy to see that theSr ap- 
proach can be used to compute unbiased estimates 
of the tota! d o~!ar error in the Oopu!atio~. 

Unbiased estimates of the variance cad a!so 
be computed if the do!!ar units are selected by 
simT~le random sampling If however the do1~ar • - . • , , - .  . 

units are selected by systematic sam~)!in~_, as  the 
authors or,nose, such comoutation woul.d usually 
not be oossib~.e, nor wou!d it be difficult to 
find exceptions to the unr~roved theorem just men- 
tioned. 

The m.otivation for the present Daper was 
curiosity as to the efficiency of do%tat-unit 
samp~in~ as compared with that, of several other 
desizns emp~oyin~ an auxi~.iary variable. For 
stu(~y purposes, I chose two simple h~othetica] 
• ooou!.ations, designated Population A an4 ~or,u!a- 
tien }~! in Table ~ fo".!.o~.-in~. Here, z j is the 
va~ue of the regression estimate h 0 + b~ xj when 
b,-,  an~ b~ are covouted from data for the en- 
• t i r e  oor ,  u l a t ,  z o n .  A ._so ,  m~ = 2 ( z ~  + c~ ~ .or  . o o -  

' " - "  ' • " D  

u ! a t ! o n  A ,  a h d  n. .  - / - ; (z~ $ c )  . f d r  P o o u . l a t m o r ~  b ,  
• j . .d ~ ~, 

where c ~.s so~e -oos~tlve n~mnber, an@ t~e ...acuor 
2 or ~ is chosen to eliminate fractions. 

Caoita~ letter N (~enotes nu~,ber of samo- 
!in~" units in the oor:.n!ation (~ for i~oou~..ation A 

~. v Z and. ~-' a n , ' . . 5  for Population ~); ~.~hi !e v, ~, , . ., 

denote r~or, u~a,Lio~ tota! s, 

~_ ~ . .  . . . . . . . .  ~ .~,- .... ~o,..~.:,ar~son o~ '~ean S q ~ a r e  Errors 
For each of severa! sample designs, Table 2 

sno~¢.~ the mean souare error of estim2tes of the 

population tota! Y when a sample of size 2 is 
selected from Population A, and when a sample of 
size 3 is selected from Population B. 

The sample design numbered 00 and desienated 
_auxi1_iary-unit samoNin[ is identica! to the one 
c a l ? e d  do~lar-unit samD~in~ when the auxd!iary 
variab~'s 'is measured in do1.!ars, This and the 
other designs show~ in Table 2 are discussed 
briefly in the explanatory notes followi~z, 

Of particular interest is the desi~_n numbered 
$o. [~ere the selection oroced.ure is simpW.e random 
sampl.in~ witho~t repl.acement, and the estimation 
procedure is the usua~ one employin~ simnle ~inear 
re~ression of y on x . ~owever, ur, l ike the 
procedures numbered ~a to 5a where the re~ression 
coefficients for the entire population are as- 
stoned to be known, procedure 5b employs coeffici- 
ents computed from a previous samp!e of the same 
size that is statistically independent of the 
current sample to ,~hich these coefficients are ap- 
~1.ied. 

As Table 2 indicates, the mean souare error 
for this ~ast design compares favorably ~dth that 
for most other designs where the re~ression coef- 
ficients for the por, u~ation are not given. More- 
over, for any combination of re~ression coeffici- 
ents that are statistica!ly independent of the 
current samol.e, the oo~.nt estimate ~ is con- 
ditiona~y unbiased;that is, E(~I b 0, b I) = Y . 
And a variance estimate that is also conditiona~ 
!y unbiased can easi!.y be computed. ,. 

It follows that the statistic Y for this 
design is unconditiona3.!y unbiased as an estimate 
of Y ; and the nnconditio~al e~eotation of the 
variance estS~.~m.te is the average of the variances 
for a!~. nossib]e samp1_e values of the re~ression 
coefficients. A~so, since the estimates of Y 
are essentia~ly ~.inear in the variables, perhaos 
confidence ~.imits computed for this design w i ' ! l  be 
more re~.iab!e, and re!ated tests of si£nificance 
~.zi].! be more robust, than where the sample design 
emo~oys non.Uinear estimates. 

Conclusion 
Comparison of the mean square error for De- 

si~ 5b ~th that for some other designs sho~m in 
Table 2 is a bit unfair, of course, because this 
particular design reou.ires two samp!es of size n, 

. .  

~.~ile the others require just one sample, In a 
• practical situation, however, where sample surveys 
of a slowly chan~in~ ~.omDation are carried out 
periodica~ly, it would seem worth whi!.e to invest- 
i~ate the ~ossibilities of this a'..~.T.,roach where re- 
~ression coefficients are com~uted, not from the 
data for the current survey or from another samD~e 
in the current period, but from the data in one or 
two previous suNJeys in the not too 4istant past. 
In that case, the estimate of Y ~.n8 the variance 
estimate ~,~I sti~ be ~]nbiase~ as ~o~ as the 
regression coefficients are statistScallv,~ inde- 
pendent of the current samo1_e v.~ues, even though 
the pooul.ation may have chan~ed substantia~Ty, 

~:.~oreover, when estimates of r~oou!ation totals 
are desired for each of several variables of in- 
terest, we can emp%oy different regression func- 
tions of the same or different auxiliary varia- 
b~_es, or,vialed va!ues of a!I such variables are 
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inc.~uded in the samp!e  surveys used in computing 
such. estimates. And. the atbxi~iary variab!.es used 
i~ a particu!ar re,~ression function can inc!ude 
a!l those that would be used in designing a 
stratified s a ~ o ! . e  of poou~atio::" va!ues of some 
particular variab!e. Thus, for a samo~e of 
households, the regression function can incorpor- 
ate attributes such as urban, rural, western, or 
irrigated, after quantifyinR in the usu~.~ ~.~y by 
assicnin~ a va~ue of I or 0 to a "dummy" variab!e 
accordin~ to whether an attribute is oresent or 

_ 

absent• 
it is honed this paoer ~ r l ~  stimulate fur- 

ther research on these sam~le designs by statis- 
ticians who have access to data for rea~ oopu~a.- 
tions that are sampled oeriodically. 

Exo!anatory Note s 
Design 0. "Circu!ar se!ection" means se!ec- 

tio~ from the popul..ation after arran~in~ the 
samTolJn~ units in a c~osed circle. See Cochran 
(!977), Sec ~ ~ with credit to Lahiri • . ~  • .~ . . ,  • 

Design 00. Here X becomes the number of 
auxiliary units; and the ratio v./x. is the 
r~rorated val.ue of the variable ofmin%erest for a 
particular auxiliary unit in the samo~e. Thus, 
the sample mean net auxi!iary unit for this vari- 
able is the mean of such ratios; and expansion of 
that mean by multio~iring by X y i e l . d s  an unbi- 
ased estimate of Y . 

Desi~.n I. The estimation procedure for De- 
si,~n ia is simo!,e expansion of the sample mean. 
Procedure !b empl. oys a difference estimator. De- 
sign I_c employs the usua!_ ratio estizmato.r. De- 
si~s 1.d and le emp3oy unbiased ratio estimators 
as proposed by Hart]ey and Ross and by ]<ickey, 
resoective~y, mentioned by Cochran (1977), Sec. 
6. . . . . . . .  ~ 5. Procedure ~ • ~ emo~ oys the usua~ re~ression 
estimator, with coefficients comouted from the 
current sample. 

Design 2. For Population A, one samolin< 
unit is selected from Stratum !, consisting of 
unit I on!y, and another unit is selected from 
Strat~z~q 2, consisting of units 2 and ~. For Foo- 
u!.ation =~ , one u.~it is se!ected from each of 

three strata where S t r a t u m  ~ consJ .  ~'J . . . . .  

and o, Strat.~.~ 2 consists of units ~q and 4 ,  awd 

Stratu.m ~ consists of unit 5 on~Y. 
Des_i~. The probability of se!ectin~ a 

r~articu~ar sam.o~e combi.~at.i.on is .~m.de ~roT.or- 
tiona~ to 2 (or to the su~. of +.,he x i ib +.,he 
sample), so that the usua! ratio estim~.tor is u~- 
biased. See Cochran (1977), Sec. 6.!.5, with 
credits to Lahiri and kq~zu~o. 

Desiz~n ~I~. The selection and estimation oro- 
c e d u r e s  are e s s e n t i a ! ~ , y  the same as  i n  D e s i ~  3, 
e x c e p t  t h a t  m. i s  u sed  i~  ~ . a c e  of  x . .  i t .  
~l'v'~be n o t e d  ~hat the r~ean scuare erro~ (or var- 
iance, in this case) a r m e a r s  to ~.rmro~ch an a -  

s~ptotic minimum as c -~ oO, in  ,Fnich c a s e  the 
selection r;rocedure obviously at.,oroaches simo!e 
rd,~do,~1 saturn", i ~ ¢ f •  

D e s i y n  5. As antici~ater'.,, the mea~ s q u a r e  

beinKerr°r e~ ua~f°r Des~ ~nto ..... : ( 5a~ _is@ ) ~,hetimesSarqe theaS fOrmeanDe si _r~ns~uareh, e, 

error for Design ~a, where (~ is the coefficienT, 
of correlation between y a~.d z . Thus, the 
mean square error for Design 5a is that ~ortion 
of the variance for Design !a ~ich is no+, "ex- 
t.~!ained" by the variable z . For each of Designs 
5a and ~:, an unbiased estimate of the mean 
square error can eas_%ly be corn,outed from the 
squares of sample statistics of the form 
Yi - 9 - bl (z i - ~)_, provided b~ is statist, i- 
ca11.y independent of Yi and z : i . •  
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Table 1 .  Two H.voothetica! Populations 
-- -- ---. - - - . - - - -  l l . . . ,  - - l . -  l - - I - - - -  -..--. 1 . . l  l . .  . . . . . . . . .  l . . . . .  .. l - -  - - m  ---- -- . . . . .  .. --..-- l - - - -  - - . . l l  -- --.. . . . . . . . . . . .  . . . . . .  ----.. . . . . . . .  .. . . . . . . . . . . .  ." 

. . . . . . . .  Popu!ation A . . . . . .  Poou~ation B 
Unit Variable Auxiliary Re~ression Au~ented u~it Variab!e Auxiliary Re~ressiorl Au,~mented 
no. of interest variable estimate estimate no. of interest variable estimate estimate 

j yj x .  z m .  j . . . . . . .  , y ]  . . . . . . . .  xj 
...................... a ........... .i .......... ~ . . . . . . .  

0 I 0 • 0  2 c  .. 

! 2 0•5 ! +2c 
0 2 ~ 1 + 2 c  

. . . . .  

I--- "7 ~.o 2 + 6c 

y v -Z -M 

zj m. 

~ 25 !.75 7 + h.c 
? O 20 _I..00 ~ + he 
3 -I 5 -!•25 -5 + a c 

t~ 0 15 .25 ! + ac 

5 !00  5•00  20 + 20c 
=Y =X =Z = M  
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Table 2. Comoarison of Severa~ SamoNe Designs 
. . . .  .. . . . . .  .............. . . . . .  ........ . . . .  .. . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . .  ...... . . . .  ........ . . . . . . . .  . . . . m - - . . . . . .  . . . . . . . . .  ...... . . . .  u ........ -........... 

Mean square error 
Selection orocedure Estimator of Y Pop. A: n=2 Pop. B: n=3 

O. Systematic sampling, circular selection N~ .500 3.333 

00. Auxi~ iary-unit samo~ . . . .  in~ 
a. Systematic selection 
b. Simple random selection 

X Z (Yi/X i) /n .250 6,#83 
X ~ (Yi/xi ) /n  • 563 18.52 

I. Simple random sampling witho~t reo~acement a. N~ 

2, Stratified sampling 

3. Ratio samo!in~ 

~. Re~ression samn~in~ 

.500 ! ! .  667 
b. ~X(,~ - ~) + X .500 303.333 
c. 3~7/~ .502 ~. 520 
d. ~x + ~(N - ~ ) / ( n  - ~)](~7 - F~) . ~ 2  ~1.806 

& i  

f" )~o  + b~x (b o, b~. e) .750 ~.779 

[ ~T~ ~.  ! .  000 10. 000 

x~ /~  .~58 7 .~o8  

(bo~2bl from poou!at ion)  

b. c = I .h00 2.6~0 
c. c = 2 .389 2.1¢37 
d. c = i0 .378 2.308 
e. c ~ ~<~ .375 2.292 

5. Simple random s&mplin~ without replacement ?T(~- ~) + l 
a, b O, b ! from no~l!ation .375 2.292 
b b0, b~ from previous sample .500 3.653 

-.--.. --.---..-.--.. . . . . . . . . . . . . .  .m . . . .  .. . . . . .  m . - . . . . - . . - . . . . - . . . . . . . . . . . . . .  -... . . . . . . . . .  .---.--... . . . . . . . .  ..--.. . . . . . . .  .. -.-.-.-..... . . . . . . . . . . . .  .....-.- 
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