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Introduction

A number of procedures have been provosed
for employing one or more auxiliary variables
with known totals for the povulation as an aid in
estimating the unknown total for some variable of
interest. Thus, even before they began to use
statistical sampling not many years ago, auditors
of financial statements commonly used the ratio
of error amounts to book amounts in judement sam-
vles of the client's accounts as an estimate of
the ratio for the population, And since the sum
of the book amounts for the pomulation is al-
ways known, this sample ratio could be used to
estimate the total dollar error in the accounts.

When auditors got around to using statisti-
cal sampling and tried to compute confidence
1imits by conventional methods, however, they ran
into a vroblem for the reason that the sample of-
ten includes very few errors or none at all, and
the computed confidence 1imits were therefore un-—
reliable., See Neter and Toebbecke (1977).

To solve this problem, Anderson and Teitle-
baum (1973) propose a vrocedure which they call
dollar-unit sampling. Rorrowing an idea from
Deming (1960, p. 89), they take each dollar of
each book amount (x.) in the vopulation as a
sampling unit. And“exploiting the fact that the
error amount (y.) for a particular account is
rarely greater ehan the book amount, they assume
1 to be an upper bound to the prorated error a-
mount (i.e., yj/x-) for any dollar unit.

They also emgioy an unproved theorem in non-
parametric estimation to compute an upper confi-
dence 1imit for the total dollar error in the
porulation., While the authors do not discuss
point estimates, it is easy to see that their ap-
proach can be used to compute unbiased estimates
of the total dollar error in the vopulation.

Unhiased estimates of the variance can also
be comouted if the dollar units are selected by
simple random camnling. If, however, the dollar
units are selected by systematic samvling, as the
authors pronose, such computation would usually
not be possible, nor would it be difficult to
find exceptions to the unvroved theorem just men-
tioned.

The motivation for the present paper was
curiosity as to the efficiency of dollar-unit
sampline as compared with that of several other
designs emzloyine an auxiliary variable. For
study nurposes, I chose two simple hyvothetical
nsopulations, desienated Population A and Forula-
tion ¥ in Table ! fo'lowing. Here, =z is the
value of the recression estimate b +7by x4 when
be and b, are computed from data for the en-
tire pouulation. Also, n, = 2(z. + ¢} for Poo~
wlatior A, and . = U(Zj ¥ ) fdr Povulation o,
where ¢ is some“nositive murber, and the factor
is chosen to eliminate fractions.

Cavital letter M denotes nurber of samp-
Ting units in the pomulation (3 for Ponulation A
and 5 for Yorulation 7)) while Y, %, 7, and I
denote vorulation totals,
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Commarison of Mean Sguare Errors
For each of severa) sample desiwns, Table 2
shows the mean square error of estimstes of the
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population total Y when a sample of size 2 is
selected from Population A, and when a sammle of
size 3 is selected from Porulation B.

The sample design numbered 00 and desienated
auxiliary~unit sampling is identical to the one
called dollar-unit sampling when the auxiliary
variable is measured in dollars. This and the
other designs shown in Table 2 are discussed
brief1y in the explanatory notes followinr.

Of particular interest is the desien nurmbered
Yere the selection procedure is simple random
samuline without replacement, and the estimation
procedure is the usual one employing simple Tinear
regression of v on x . Fowever, unlike the
vrocedures numbered La to 5a where the resression
coefficients for the entire porulation are as-
sumed to be known, procedure 5b employs coeffici-
ents computed from a rrevious sample of the same
size that is statistica®ly independent of the
current sample to which these coefficients are ap-
rlied,

As Table 2 indicates, the mean square error
for this last desien compares favorably with that
for most other desions whers the recression coef-
ficients for the porulation are not given. More-
over, for any corbination of recression coeffici-
ents that are statistically independent of the
current sample, the voint estimate is con-
ditionally unbiased; that is, (Y| v, b,) =Y.
And a2 variance estimate that is also conditional-
1y unbiased can easily be comruted,

It follows that the statistic Y for this
design is unconditionally unbiased as an estimatfe
of YV ; and the unconditional exvectation of the
variance estimate is the averare of the variances
for 211 possible sample values of the regression
cosfficients. Also, since the estimates of ¥
are essentially linear in the variables, verhavps
confidence 1imits computed for this design will be
more reliable, and related tests of significance
wil1l be more robust, than where the sample design
emvloys nonlinear estimates.

Conclusgion

Comparison of the mean square error for De-
sign 5b with that for some other desisns shown in
Table 2 is a bit unfair, of course, because this
particular desiegn requires two samples of size n,
while the others require just one sample. 1n a
oractical situation, however, wheres sample surveys
of a slowly changing povulation are carried out
periodically, it would seem worth while to invest-
igate the possibilities of this avvroach vhere re-
gression coefficients are computed, not from the
dats for the current survey or from another samnle
in the current veriod, but from the data in one or
two previous surveys in the not too distant past.
In that case, the estimate of Y and the variance
estimate w111 sti1? be unbliased as Yong as the
regression coefficients are statistically inde-
pendent. of the current samnle values, even thoush
the pooulation may have changed substantially.

Moreover, when estimates of povulation totals
are desired for each of several variables of in~
terast, we can employ different regression func-
tions of the same or different auxiliary varia-
bles, vrovided values of a1l such variables are



included in the sample surveys used in comnuting
such estimates, And the auxiliary variables used
in a particular regression function can include
a1l those that would be used in desiesning a
stratified samovle of porulation values of some
varticular variable, Thus, for a sample of
households, the regression function can incorovor-
ate attributes such as urban, rural, western, or
irrigated, after quantifying in the usual way by
assiening a value of 1 or 0 to a "dummy" variable
according to whether an attribute is present or
absent,

It is hoved this paver will stimulate fur-
ther research on these samvle desions by statis-
ticians who have access to data for rea’ nopula-
tions that are sampled periodically.,

Sxvlanatory Notes
Design 0. "Cireular selection” means selec~
tion from the nomulation after arranging the
sampling units in a c¢losed cirele, See Cochran
(1977), Sec. 8.1, with credit to Lahiri,
Design 00. Here X becomes the number of
vi/x: is the

auxiliary units; and the ratio 3
nrorated value of the variable of in%erest for a
particular auxiliary unit in the samnle. Thus,
the sample mean per auxiliary unit for this vari-
able is the mean of such ratins; and expansion of
that mean by multinlying by ¥ yields an unbi-
ased estimate of Y ,

Degien 1., The estimation rrocedure for De-
sion la is simple exvansion of the sample mean.
Procedure 1t employs a difference estimator., De-
sizn lc employs the usual ratio estimator. De-
signs 1d and le employ unbiased ratio estimators
as vroposed by Hartley and Ross and by Fickey,
respectively, mentioned by Cochran (1977), Sec.
A415, Procedure 1f emplovs the usual reeression
estimator, with coefficients computed from the
current sanple.

Desion 2., For Fopulation A, one sampling
unit is selected from Stratum 1, consisting of
unit 1 only, and another unit is selected from
Stratum 2, consisting of units 2 and 3. For Fopn-
wlation 2, one unit is selected from each of

three strata vhere Stratum I consisis of urits ¢
and 2, Stratum 2 consists of units 3 and 4, and

Stratum 3 consists of urit 5 on'v.
Desipgn 3. The rrohability of selecting a

varticular samovle comhination is made wroror-
tionat to % (or to the sum of the =x. in the
sample), so that the usual ratio estimator is un-
biased. See Cochran (1977}, Sec, 4.5, with
credits to Lahiri and Midzuno.

Desizn M, The selection and estimation pro-
cedvres are essentially the same as in Desien 3,
except that m_. is used in place of x, . It
wil1l be noted Phat the mean square errod (or var-
iance, in this case} avvears to anproach ar a=~
symptotic minimum as ¢ 2 @9, in which case thre
selection yprocedure obviously avproaches simule
random samovling.

Desion 5. As anticipvated, the mean sounare
error Tor Desisn 5a is ;he sare as for Desien le,
being equat to (1 - €)° times the mean square
error for Desien 1z, where ¢ 1is the ccefficient
of correlation between v and =z , Thus, the
mean square error for Desien 52 is that vortion
of the “variance for Desien fa which is not "ex-
vlained by the varishle 2 . For each of lesiens
52 and 5h, an unbiased estimate of the mean
square error can easily be computed from the
squares of sample statistics of the form
vi =% - b,(zy - Z) , provided b, is statisti-
cally indeperdent of ¥4 and 75 .
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Table 1., Two Hypothetical Populations

Population A

Pooulation B

Unit Variable Auxiliary Resression Ausmented Unit Variahle Auxitiary Resression Auemented
no. of interest variable estimate estimate no. of interest wvariahle estimate estimate
j . § V. X 7. m,
SR W 23 " 2 Y 3 S 3
1 0 1 0.0 2e¢ 1 3 25 1.75 7 4+ be
2 1 2 0.5 1 + 2¢ 2 0 20 1.00 4 4 Le
3 0 2 05 14 2¢ 3 -1 5 -1,25 -5 + be
1 5 1,0 2 + 6c L 0 15 25 1 4 be
=Y = X =7 =M 3 35 3e25 13 4+ be
5 100 5.00 20 4+ 20c¢
=Y = X =7 =M
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Table 2. Comparison of Several Sample Designs

Mean square error

Selection procedure Estimator of ¥ Pops At n=2 Pops B: n=3
O, Systematic sampling, circular selection Ny + 500 34333
00, Auxiliary-unit samoling
a. Systematic selection 15 (yq/%3 )/ +250 6,483
be. Simple random selection X3 (yi/x3)/n «563 18.523
1. Simole random sampling without revlacement a. M§_ . 500 11,667
be M(F - %) + X «500 303.333
co YT/% 502 R.520
de ¥X + (N - 1)/(n - 1}(F - T&) .5h2 11,806
es FrqyX + N-n+1)(F~-F 1)53) 582 8,308
fo ¥Ey + 5, X (bg, by from sample) 750 L,779
2, Stratified samoling s Hy 7, 1.000 10,000
3. Ratio sampling X5/% A58 7.108
L, Regression samriing (T + e)/f - Ye
(bys by from population)
2. c = /2 JL17 3,009
be ¢ =1 JL00 2,640
co ¢ =2 .389 2,137
de ¢ =10 . 378 2.308
e, C > «375 2.292
5, Simple random samvling without replacement MWy - 2) + 2
as bo, b, from population 375 24292
b. by, by from previous sample + 500 3,653
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