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1 • INTRODUCTION i .  Uniform (rectangular)  d i s t r i b u t i o n  

I t  is often assumed that  "the samples 
in surveys are often large enough so that  an 
estimate made from them is approximately norm- 
a l l y  d is t r ibu ted"  (Cochran, 1963:11). Cochran, 
whi le recognizing Hajek's (1960) resu l ts  on the 
necessary and s u f f i c i e n t  condit ions under which 
the d i s t r i b u t i o n  of the sample mean tends to 
normal i ty ,  fo r  sampling with replacement from 
f i n i t e  populat ions, bewails the "imposing body 
of knowledge on f i n i t e  populations leaves some- 
thing to be desired." In social sciences, the 
populations from which samples are drawn are 
general ly marked by high degree of non-normali ty. 
This is true of some b io log ica l  populations as 
wel l .  To date, no safe general ru le has been 
developed s t i pu la t i ng  the sample size for  
normal approximation. Cochran (1963:41) notes a 
crude rule for  populations in which the pr in-  
cipal deviat ion from normal i ty consists of 
marked pos i t ive  skewness, v iz .  
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n>25 G 1 where G 1 is Fisher 's measure of 
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- -  C~ , skewness, i . e . ,  G 1 = E(y i 

An attempt is made here to develop an easier 
rule through a sequential procedure. We have 
not been able to prove our general resu l t  math- 
emat ica l ly ;  s imulat ion methodology has been 
u t i l i z e d  to ve r i f y  th is  resu l t .  

2. GENERAL RESULT 

We discuss here the sample size needed 
for  ensuring the normal i ty of the sample mean. 
Let us consider the universe to be large. The 
sampling is done sequent ia l ly ;  one un i t  is 
picked at random at a time. Let Xn be the 

sample mean at the nth stage (n=l ,2 . . . .  ). I f  

I Xn Xn+ 1 I < - -e fo r  a given e at the (n+l) st 

stage ( n : I , 2 , 3  . . . .  ) ,  we stop the experiment. We 
claim that  th is  sample size would permit the 
sample mean to be approximately normally d is-  
t r ibu ted .  

3. RESULTS FROM SIMULATION EXPERIMENTS 

Since a mathematical proof is not 
immediately feas ib le ,  we present resu l ts  from 
simulat ion experiments. The frequency d i s t r i -  
butions of the universe, assumed to be large, 
have been taken as (a) rectangular and (b) chi 
square with small degrees of freedom. The value 
of ~ has been varied for  a l l  these instances and 
I00 simulations performed for  each population 
and for  a given ~. The f indings are discussed 
below. 

The density of th is  d i s t r i b u t i o n  is given 
dx 0 _< x < a by f ( x ,a )  = ~-- - . We take a=lO. Table 1 

presents the values of ~, mean of sample means, 
and the average sample size in I00 simulat ions. 
In order to determine whether normal i ty holds 
for  the d i s t r i b u t i o n  of the means, we computed 
B 1 and ~2 of the empirical sampling d i s t r i -  

butions. These are shown in Table 2. 

From these two tables we observe that  the 
sampling d i s t r i b u t i o n  is centered to the theore- 
t i ca l  value of f i ve  and is ,  roughly speaking, 
approaching the normal d is t r ibu tuon.  We recog- 
nize that some pos i t ive  skewness is present in 
the d i s t r i b u t i o n  generated by a small number 
(here I00) of rep l i ca t ions .  The kurtosis coef- 
f i c i e n t  is close to three in one instance (~=.05) 
and in a l l  others greater than three depict ing 
l e p t o k u r t i c i t y .  We may remember the rule of 
thumb that  the average of 12 uniformly d is t r ibu ted  
random variables is normal. This is also ve r i f i ed  
here. 

i i .  Chi square d i s t r i b u t i o n  

A chi square d i s t r i b u t i o n  with f i ve  
degrees of freedom is considered in th is  sect ion. 
We know the mean value for  th is  d i s t r i b u t i o n  is 
f ive  and the variance ten. As discussed e a r l i e r ,  
fo r  d i f f e ren t  values of ~, simulat ion experiments 
were carr ied out, the resul ts  of which are shown 
in Table 3. The central value of the empirical 
d i s t r i b u t i o n  of the sample mean is very close to 
the theoret ica l  value. Now le t  us see how close 
i t  is to the normal d i s t r i b u t i o n .  Measures of 
skewness and kurtosis are shown in Table 4 
for  d i f f e ren t  values of c. The degree of the 
skewness is indeed small in almost a l l  the re- 
p l i ca t ions .  The kurtosis measure is close to three 
in the major i ty  of the cases. The closeness 
to normal i ty is c lear.  

i i i .  Normal population 

The means of samples from a normal 
populat ion, we know, have a normal d i s t r i b u t i o n .  
We need not have to present s im i la r  resul ts  on 
sampling from a normal universe. But we show 
in Table 5 ~I and ~2 measures of the empirical 

sampling d i s t r i bu t i on  to underscore the fact  
that  due to sampling f luc tua t ions  B 2 may not 

always be close to three and ~I close to zero. 

In view of the fact  that  we had only I00 r e p l i -  
cations for  a l l  populations for  a given ~, the 
small size might have led to greater f luc tua-  
t ions.  
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4. SOME REMARKS 

Obviously the sequential experiment has 
to terminate. Using Chebyshev's i nequa l i t y ,  we 
can comment on the re la t ionsh ip  between E(n) on 
the one hand and o2 and ~ on the other. ~ in-  
dicates how close we are covering the popula- 
t ion mean. Since 

- - l [ X n  Xn - Xn+l = n+-#T - Xn+l ] 

E[X n - Xn+l] In = 0 and therefore,  we see 

E[X n - Xn+ l ]  = 0 
2 

0 
V[Xn - Xn+l] In = n(n÷l) 

- x + i ]  = ~ 2 E [ I  
V[Xn n n(n+l) ] 

By Chebyshev's i nequa l i t y ,  

- o2r 1 
P{IX n - Xn+ l l <~ } In  _>l -E--~-£-Ln(n+m)] 

2 
I f  o is large,  fo r  f ixed ~, n and therefore 
E(n) have to be large in order that  the 
p robab i l i t y  may be close to un i ty .  I f  ~ is 
small ,  s i m i l a r l y  E(n) has to be large. 

REFERENCES 

Cochran, W. G. 
1963 Sampling Techniques (2nd Ed i t i on ) ,  

New York" Wiley 

Haj ek, J. 
1960 "L imi t ing  d i s t r i bu t i ons  in simple 

random sampling from a f i n i t e  pop- 
u l a t i ons : ,  Pub. Math. Insto Hungarian 
Acad. Sc i . ,  5" 361-374. (Quoted in 
Cochran) 

TABLE 1 

Average Value of Sample Means and Sample Size in Sampling from a Uniform 

D is t r i bu t i on  f (x )dx  = dx 
T~ 

~ . . . . . . . . . .  Mean o f_ Sample size_ _ _ Mean sample Size 

.01 5.016 27.8 

.02 4.783 19.7 

.03 4.843 16.5 

.04 4.943 12.3 

.05 4.923 12.6 

.I0 4.773 9.2 

Source" Simulation experiments 

TABLE 2 

B 1 and B 2 of the Empirical Sampling D is t r i bu t i on  of the Mean from a 

Uniform D is t r i bu t i on  with Parameter a=lO 

B 
1 

.01 

.02 

.03 

.04 

.05 

.I0 

0.0875 

0.4923 

l .7816 

0.0075 

0.0913 

0.7861 

~2 

4.8597 

5.8090 

7.8218 

4.9135 

3.0183 

4.9919 

Source" See Table 1 
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TABLE 3 

Mean of Sample ~eans and Mean Sample Size in Sampling from a Chi Square 

D is t r i bu t ion  with Five Degrees of Freedom 

. . . . . . . . . .  Mean o f  SamPle Mean_s . . . . . . . .  Mean Sample Size 

.01 4.920 23.9 

.02 4.976 17.5 

.03 4.850 15.6 

.04 4.975 13.1 

.05 5.020 12.0 

. I0 4.667 7.9 

Source" See Table 1 TABLE 4 

81 and B 2 of the Empirical D is t r i bu t ion  of Sample Means in Sampling From 

a Chi Square D is t r i bu t ion  with Five Degrees of Freedom 

81 82 

.01 .0711 6.7718 

.02 .0053 3.9950 

.03 .1863 5.6741 

.04 .0364 2.9090 

.05 .0295 2o9307 

.I0 .0510 3.0902 

Source" See Table 1 

TABLE 5 

81 and ~2 of the Empirical Sampling D is t r ibu t ion  of Means from a Normal 

Population with u=5 and ~=Io5 

81 82 

.(II .I023 8.9240 

.02 .1531 3.2461 

.03 .I061 3.1788 

.04 .1202 3.7429 

.05 .1280 3.2122 

. I0 .O00F)2 2.6556 

Source- See Table 1 
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