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I. INTRODUCTION 

Warner's pioneering model (1965) in effect 
considered the case where both the respondent 
and question populations were sampled with re- 
placement. However, in real-world situations, 
one generally desires to sample respondents 
without replacement and perhaps sample questions 
without replacement. In this situation, consid- 
eration has to be given to modifications of the 
Warner model and its estimators. 

We propose to examine the following four 
sampling cases : 

Case I, the respondent and question 
populations are both sampled 
with replacement ; 

Case II, the respondent population is 
sampled without replacement and 
the question population is sampled 
with replacement ; 

Case III, the respondent population is 
sampled with replacement and the 
question population is sampled 
without replacement ; and finally, 

Case IV, both the respondent and ques- 
tion populations are sampled 
without replacement. 

As is seen, these four cases are simply the four 
possible combinations of binomial and hypergeo- 
metric processes. 

We present both the point estimators (~) of 
^ 

and the variances of ~ for all four cases. In 
addition, some theorems and numerical results 
are presented for the comparisons of the four 
cases. 

The sampling results of this section also 
can be extended to other RRT models. In par- 
ticular, the unrelated question model is 
modified to handle the above four sampling cases. 
Lastly, we also show how one can design 
randomization devices to handle the sampling of 
questions without replacement. 

II. THE FOUR CASES 

Let N represent the number of individuals in 
the finite respondent population, M represent the 
number of questions in the finite question popu- 
lation and p represent the proportion of the M 
questions which refer to the sensitive question 
(QI). For simplicity, it is assumed that the 
finite population of N respondents is composed 
of A who are members of group 1 (GI) and N-A who 
are members of group not-i (G T) and hence A/N=z. 
Correspondingly, the finite population of M 
questions is composed of B of type Q1 and M-B of 
type Q2 and hence B/M=p. We follow Boruch (1972) 
and utilize the following notation: 

~I if the respondent belongs to G 1 i th 
x i = < 

0 otherwise 

r l if the i th respondent selects QI 

Yi = 
0 otherwise 

1 if the i th respondent's answer is yes 
Z° -- 

1 

0 otherwise. 

Then, 

z i = xiY i + (l-xi)(l-y i) = 2xiYi-xi-Yi+l. (2.1) 

n n 
We also define X = ~ xi' Y = ~ Yi and 
n i=l i=l 

Z = [ zi, where X is the random variable (r.v.) 
i=l 

representing the total number of respondents in 
the sample having characteristic I, Y is the r.v. 
representing the total number of times Q1 is 
selected by the n respondents, and Z is the r.v. 
representing the total number of "yeses" reported 
by the n respondents. Following the standard 
formula for the variance of a sum of r.v.'s, we 
have 

n n n 
V(Z) = E( ~ zi2l+E [ z z )-{E( ~ zi)}2 (2 2) 

i=l i~j i j i= 1 " " 

This formula can be used for all four cases 
with only its second term differing from case to 
case. 

2. i.i. Both Respondent and Qdestion Populations 
Sampled with Replacement (Case I) 

This case is Warner's original model (1965) 
and the theoretical results are well known. They 
can be summarized as follows: 

i). The p.d.f, of the number of "yeses" 
(Z) is a binomial distribution with parameter ~. 

^ Z 
ii). The estimator of ~ is, ~={~- (l-p)}/ 

(2p-l) (p~½), and is the same for the~following 
three other cases. In short, the change to 
sampling respondents and/or questions without 
replacement does not affect the point estimator 

iii). Warner showed that E(~)=~, and be- 
cause the E(Z)=nA irrespective of whether X or Y 
is binomial or hypergeometric, E(~) is the same 
for all four cases. 

iv). The V(~) is 

VI(~ ) ~(i-~) + ]?(l-p) (p~½) (2 3) 
= n n(2p-l) 2 

2.1.2. Respondent Population Sampled withOUt Re- 
placement and Questio n Population Sampled 
with Replacement (Case II) 

Here X is hypergeometrical!y distributed 

(X d H(n,N,A)) and Y is still binomially distri- 

buted (Y d B(n,p)). 
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Using equation (2.2), and noting that 

E(xix j) = Pr(xi=i and x.=i) 

( t h e  p r o b a b i l i t y  o f  s e l e c t i n g  two p e r s o n s  b o t h  
o f  whom h a v e  t h e  s e n s i t i v e  c h a r a c t e r i s t i c  o u t  
o f  a t o t a l  o f  N~ s u c h  p e r s o n s ) ,  one g e t s  t h e  
V(~) for Case II as 

V2(~) _ ~(i-~) N-n p(l-p~ 
- n (~f~) + (P~½) • n(2p-l) 2 

(2.4) 

Note, this is (2.3) with a finite population 
correction (fpc) for sampling respondents without 
replacement. 

2. i. 3. Respondent Population Sampled with Re- 
placement and Question population 
Sampled without Replacement (.Case III) 

Now X is binomially distributed and Y is 
hypergeometrically distributed. 

Note, Yi is not independent of yj, i~j, and 
thus the technique of section 2.2.3 is again 
applied with Mp being the number of sensitive 
questions in the randomization device. Thus, 

E(YiYJ) = (T = M-I 

Using equation (2.2), the variance for this case 
is 

4~ (l-~)p (l-p) M-n 
V3(@ ) = ~(l-~)n + n(2p-l) 2 " (i - M---~) 

p (l-p) M-n 
+ n(2p_l)2 (M--~) (P~½) • 

(2.5) 

Note that this variance has the fpc due to 
the sampling of questions without replacement 

- n .  
M_-Z~). I f  t h e  q u e s t i o n s  w e r e  s a m p l e d  w i t h  r e -  

p l a c e m e n t ,  t h e  f p c  i s  o n e ,  and t h i s  v a r i a n c e  
r e d u c e s  t o  ( 2 . 3 ) .  

2.1.4. Both Respondent and Question Populations 
Sampled without Replacement (Case IV) 

Both X and Y have hypergeometric distribu- 
tions. 

Now, both x i and xj, V " j, are dependent 
and similar for Yi and yj. Using equation (2.2) 
and the past results for these two cases (section 
2.1.3 and 2.1.4), 

~ (N~-I) p (Mp-l) 
E(xixj) = Nii " ' E(YiYj) = M-I " 

and thus the variance of ~ is 
C- -n 

V4(~) = ~(I-~) J (N(M-n)-n(M-I) ~ N-n 
n(mp-l) 2 i (4p2-4p) ~ (N-l) (M-i) -~ + N---~= 

+ p (l-p) M-n 
n(2p_l) 2 (M---ZT) (p~½) . (2.6) 

This variance contains fpc's due to sampling 
both respondents and questions without replace- 
ment. It should be noted that as N increases, 
equation (2.6) approaches equation (2.5) and 
similarly as M increases, equation (2.6) 
approaches equation (2.4). 
III. CO~fPARISONS OF THE FOUR CASES 

As we have seen, the point estimators of 
are the same for all four cases. However, the 
variance of ~ differs from case to case. First, 
we present some theoretical comparisons of the 
V(~) among the four cases, and then for selected 
values of N, M, n, p and ~, provide some numeri- 
cal comparisons to indicate the magnitude of the 
differences. 

Theorem I. V I(~) > Vi ( ~)' i=2'3'4' if p~½. 

Proof. 

It follows from comparing equations (2.3), 
(2.4), (2.5) and (2.6) and the fact that 
N-n M-n N (M-n) -n (M-l) 

and are all <i. 
N-I' M-I (N-I) (M-l) 

Theorem 2. Assuming p~½, V2(~ ) > V4(~), provided 

N-I 
4~(1-n) <- 

N " 

Proof. 

Using equations (2.4) and (2.6), the differ- 
ence between the two variances is 

V2(~)-V4(~) = (n-l)p(i-P)2{-4~(l-~)--N+ i} (p~½) 
n(M-l) (2p-l) N-I 

Hence for p~½, V2(~" ) >_ V4(~ ) if and only if 

4~(I-~) <_ N-I 
N " 

It is interesting to note that when N is 
large and ~.5, the above condition almost 
always holds. Hence V4(@) is rarely greater 
than V2(~) for large N. 

Theorem 3. Assuming p~½, V3(~) >- V4(~) , provided 

M-I 
4p(l-p) <-- 

M " 
Proof. 

Using equations (2.5) and (2.6), the differ- 
ence between the two variances is 

4Mp (l-p) l V3(9)_V4(~ ) = ~(l-z) n-l[l_ (p,½) 
n(2p-l) 2 N----I M-I ~ " 

By inspection, one can see for p~½ if 1-4Mp(I-p)- 
' M-I 

_> 0, then V (~) _> V4(~). 
J 

In Table 1 the variances of ~ for small 
values of ~ (i.e., .I and .2) are presented. 
Note that the variances in Cases III and IV are 
often much smaller (e.g. 63% decrease for certain 
cases) than Cases I and II. The two former cases 
are where one samples questions without replace- 
ment compared to the two latter cases where 
sampling of questions is with replacement. Cases 
I and II are virtually identical (up to at least 
the third decimal place) and similarly for Cases 
III and IV. This is because the respondent fpc 
is close to one (99,900/100,000), and hence in 
this case the sampling of respondents without 
replacement (Case II and IV) provides little 
improvement over sampling with replacement. 

As can be seen, as ~ increases toward ½ the 
reduction in variance becomes less. Also, as M 

increases for n held constant, the reduction in 
variance becomes less because of the increase in 
the question fpc. 
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Table i 

Variances for Comparisons of the Four Cases- 
Warner and Its Modified Cases (n=lO0) 

~=.i, p=. 7 
N M CASE i CASE 2 CASE 3 CASE 4 

i00000 I00 .01403 .01402 .00563 .00562 
i00000 150 .01403 .01402 .00844 .00844 
i00000 200 .01403 .01422 .00985 .00985 

~--.2, p=.7 
i00000 I00 .01473 .01472 .01000 .00000 
i00000 150 .01473 .01472 .01159 .01158 
I00000 200 .01473 .01472 .01237 .01237 

w=.l, p=.6 
i00000 i00 .06090 .06090 .02250 .02250 
i00000 150 .06090 .06090 .03539 .03539 
100000 200 .06090 .06090 .04180 .04180 

7=.4, p=.8 
i00000 i00 .00684 .00682 .0066 7 .00664 
i00000 150 .00684 .00682 .00673 .00670 
i00000 200 .00684 .00682 .00676 .00673 

IV. MODIFICATIONS OF THE UNRELATED QUESTION 
MODEL 

Greenberg, et al.'s (1969) unrelated ques- 
tion model is one of the important RRT models, 
and the previous sampling with and without 
replacement modifications also are readily 
applied. 

In this model the respondent in subsample 
i, i=1,2, randomly selects one of the following 
questions : 

QI. I am a member of GI, 

Q2. I am a member of G2, 

and responds either "yes" or "no" (we will assume 
truthful reporting). Note that characteristic 2 
is non-sensitive and unrelated to characteristic 
i. 

X.. " 

13 

Define 
f 

th 
I if the j respondent in subsample i, 

i-1,2, belongs to C 
1 

0 otherwise 

I if the j th respondent in subsample i, 
i=1,2, belongs to G 2 

V. ° " 

13 
0 otherwise 

!-i if the jth respondent in subsample i, 
i=1,2, selects QI, 

Yij = i 
0 o t h e r w i s e  

1 i f  t he  j th  r e s p o n d e n t  in  subsample  i ,  
i=l, 2, answers "yes" 

Z = 

13 
0 otherwise 

Then 

zij = xijYij + vij(l-Yij) , j=l,2 ..... ni; i=1,2. 

n i 

We also define Zi = j=l[ zi'3' ~ = Pr(xij~G I), and 

~2 = Pr(xij ~G2) " 

4.1. The Estimator of 

Greenberg, et al. presented the point esti- 
mator of w for Case I as 

(I-P 2) ZI/nI+(I-Pl ) Z2/n 2 
= (pl~P2) , (4.1) 

pl-P2 

and he termed this the ~E of ~. It also is the 
method of moments estimator of ~ for this and 
the other three cases. 

i). The E(~) 

Defining %. = Pr(yes in subsample i), i=l, 
i 

2, then E(zi) = ni~i, I--1,2 and we can easily 
show that @ is an unbiased estimator of ~ for 
all four cases (Greenberg, et al. gives the proof 
for Case I). 

ii). The V(~) 

Since the two subsamples are independent, 
and z ° are independent Hence, the vari- ^21 

Zn~e of ~ Is simply the sum of the individual 
variances, 

(l-P2) 2V (zl/nl) + (l-Pl) 2V (Z2/n 2) 
V(~) = (pl~P2) . 

(pl-P2)2 

4.2. Bot h Respondent and Question Populations 
are Sampled with Replacement (Case I) 

i %1(1-%1 ) ~2(i-%2 ) 
VI(~) = (pl_P2)2[(l-P2)2 +(I-Pl)2~} 

n I n 2 

(pl~P2) (4.2) 

which was given by Greenberg, et al. (1969). 

4.3. Respondent Population Sampled without Re- 
placement and Question Population Sampled 
with Replacement (Case II) 

For this case, after some algebra we get, 

i 
V2(~ ) = Vl(~)_ (pl_P2)2[(l_P2)2{( I _ l)nl p~(l-w) 

+ (l_Pl)2W2(l_~2) } + (l_Pl)2( I _ ii) 

• {p~w(l-w) + (l-P2)2w2(l-w2)}]/(N-l) 

(pl~P2) (4.3) 

It should be noted that V2(~) has an addi- 

tional term in comparison with VI(@). This 
additional term is always negative and contains 
terms due to the variability of w and ~2" 

4.4. Respondent PoPulation Sampled with Replace- 
ment and question Population Sampled 
without Replacement (Case III) 

1 2 
V3(@ ) = Vl(,~ ) - (pl_P2)2 i (I-P 2), 
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• (i - I)PI(I-Pl) ,2 
+ (l_Pl) 2 

n I MI-I 

l)P2(l-P2 ) ~2 I 
• (I - n2- M2,i -~ (pl~P2) . 

(4.4) 

V3(~) also has an additional term compared 
with VI(~). Again the additional term is 
negative and has an expression due to the vari- 
ability of p. 

4.5. Respondent and Question Populations Sampled 
without Replacement (Case IV) 

This is the most complicated case for com- 
puting the variance. However, after some 
algebra, the following result was obtained: 

1 I (l_P2) 2 (i-~) 
V4(~) = Vl(~) - (Pl-P2)2 L 

• I~r2Pl (1-Pl)+MlP~r (1-~)-~rP 1 (l-~rp l) 
[. (N-l) (MI-I) 

2~r~2Pl (1-p i ) ( i -2Pi)  ~2 ( i-~ 2 ) 
- + 

MI-I N-I 

N~PI(I-Pl)+MIP~2 (I-~2)-~2PI (I-~2Pl) i 
+ 

(N-I) (MI-I) j 

I ~{~9 (I-P2)+M2Pp 2~(l-z) (I-zP 2) 
+ (l_Pl) 2 (I~_~)~ " ~ -~P2 

2 [ (-N-i) (M2-1) 

2 ~ 2P 2 ( I-P 2 ) (I-2 P 2) ~ 2 (l-n 2 ) 
- 2 M2-1 + N-I ~ 

N~P2 (l-P2) +M2P~Z2 (i-~2)-~2P2 (I-~2P2) i i 

+ (N-I) (M2-1) J I 
..J 

(pl~P2) (4.5) 

Note, as N increases, V4(~ ) approaches V3(~) 
and also as Mi, i=1,2, increases V4(~) approaches 
V2(~). It is interesting to note that the 
second term in the above equation has terms due 
to the variability of ~, ~2' Pi' ~Pi' and 
~2~i, i=1,2. 

V. COMPARISONS OF V(~) FOR THE FOUR CASES 

Theorem 4. Vl(~) > Vi(~) , i=2,3, if plzP2 . 

Proof. 

It follows from comparing equations 4.2, 
4.3 and 4.4 and the fact that the subtrahends in 
equations 4.3 and 4.4 are negative. 

Numerical comparisons were performed under 
the assumptions that i) the two subsamples are 
of equal size and ii) the two question popula- 
tions have the same size (Table 2). Generally, 
Case IV has the smallest variance among the four, 
as expected by considering the fpc's. If ~2 is 
small, the gain in relative efficiency frem using 
the finite population(s) is nominal. However, as 
~2 increases, the gain in relative efficiency in- 
creases. In particular, when ~=.i, ~2-i.00, 

pl =.7, p2 =.3, N=IO0,000, MI=M2=50, and nl=n2=50, 

the gains of 67% and 67% can be realized for 
Cases III and IV, respectively. 

Table 2 

Variances for Comparisons of the Four Cases- 
Unrelated Question Model and Its Modified Cases 

(n I - n 2 = 50) 

~=.i, ~2=.i, pl=.7 and p2=.3 

N M CASE 1 CASE 2 CASE 3 CASE 4 
I00000 50 .00725 .00725 .00725 .00725 
!00000 90 .00725 .00725 .00725 .00725 

~=.i, ~2=.5, pl =.7 and p2=.3 

I00000 50 .01775 .01775 .01531 .01531 
i00000 90 .01775 .01775 .01641 .01641 

~=.i, ~2=i, pl=.7 and p2=.3 

i00000 50 .03087 .03087 .01854 .01854 
i00000 90 .03087 .03087 .02409 .02408 

~=.3, 72=.1 , pl=.7 and p2=.3 

i00000 50 .01650 .01650 .01589 .01589 
I00000 90 .01650 .01650 .01616 .01616 

~=.3, ~2=.5, pl=.7 and p2=.3 

i00000 50 .02700 .02700 .026 39 .026 39 
I00000 90 .02700 .02700 .02666 .02666 

~=.3, ~2=i, pl=.7 and p2=.3 

i00000 50 .04012 .04012 .03266 .03266 
i00000 90 .04012 .04012 .03602 .03601 

VI. FIELD TRIAL OF A NEW RANDOMIZATION DEVICE 

A number of question randomization devices, 
utilizing sampling without replacement, can be 
easily designed. One simple approach is to 
construct a sheet(s) of randomly allocated face 
down sealed numbers {1,2} of known proportions. 
The respondent selects one of the numerous sealed 
numbers, pulls it free of the sheet and looks at 
the underside. If the number is I, he answers 
Q1 and if 2, Q2. He keeps the number. 

An "urn version" of this approach uses a 
container with both red and white balls (red 
denoting the sensitive question) and a mouth 
such that whenever the device is placed upside 
down only one ball comes out of the mouth. The 
respondent notes its color, answers the appropri- 
ate question and keeps the ball. Numerous other 
sampling-without-replacement devices also are 
possible. 

For a number of reasons, the respondent's 
perceived protection may be a function of the 
number of remaining balls or sealed numbers in 
the sampling-without-replacement randomization 
device. In this situation, the size of the 
question population (M) can be larger than the 
number of respondents (n). However, as M 
i~creases the variance increases, and thus a 
trade-off is needed between increasing M to 
presumably obtain better respondent cooperation 
and the resultinf~ increasing variance. 

To evaluate the real-world performance of 
the sampling-without-replacement randomization 
device (Section II), the original Warner model 
(1965) and a modification (to allow sampling 
without replacement) were field tested in the 
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fall of 1977 using a mixture of Philadelphia 

subway passengers, West Park Hospital employees, 
and some Temple Law students. The questions were: 

QI. I have received at least one welfare check 
or food stamps since 1974. 

Q2. I have received neither a welfare check 
nor food stamps since 1974. 

Each respondent used both randomization de- 
vices with half of the respondents first using 
the sampling-with-replacement (W.R.) randomiza- 
tion device and the other half first using the 
sampling-without-replacement (W.O.R.) randomiza- 
tion device. 

Table 3 presents the number of "true" and 
"false" replies for the 54 respondents. 

Table 3 

The Sample Response for the Warner and 
Modified Warner Models 

W.R. (Warner) 
,. 

True 25 
. . . . . . .  

False 29 
• 

Total 54 

W.O.R. (Mod. Warner) 

19 

35 

54 

The proportion of people who have received 
at least one welfare check or food stamps (~) is 
estimated as follows for the two cases: 

25 2 
W.R., ~ = 5--4- f--~'l-3" 7 

= - ~  = .39 
2 

(2- 5 - l )  

W.O.R., 

19 2 
5-7 - (~-~) 

= - -  = .06 
2 18 

(2. 5 - i) 

It is interesting to note that according to 
the last census (1970), 8.67% of all the Phila- 
delphia families received some sort of public 
assistance. The corresponding estimated vari- 
ances are 

W.R., v(~) = .04 

W.0.R., v(~) = .0094. 

The data provided by the respondents on the 
"convenience" and the "perceived protection" of 
the two randomization methods are summarized (in 
percentages) in Table 4. 

The results show that 69% of the respondents 
considered the W.O.R. sampling of questions to be 
an easier way of selecting a question. The over- 
whelming reason given was that the W.O.R. method 
directly provided the number of the question they 
were to answer whereas the W.R. method did not 
(only the combination of rolling a die and 
following the directions for selection of ques- 

tion secures the question). The respondents are 
almost evenly divided in their opinion on the 
perceived protection provided by thF ~wo methods. 

Table 4 

The Sample Responses on Ease and Perceived 

Protection for the Warner and Modified Models 

Easier 

Better 
Protection 

VII. CONcLUSIoNS 

W.R, 

(Warner) 

20 

W.0.R. 
(Mod. Warner) 

69 

31 

No 

Difference 

ii 

33 36 

In this paper, modifications of the original 
Warner model (1965) for sampling without replace- 
ment were presented. It was shown that by 
sampling the respondent and/or question popula- 
tion without replacement, we can reduce the 
variance of the estimator of the population 
proportion. In general, Warner's estimator has 
the largest variance and the estimator obtained 
from sampling both the respondent and question 
populations without replacement has the least 
variance. Numerical comparisons show that 
sampling questions without replacement can result 
in large reductions in the estimated variance of 

(e.g. 63%). 

In addition, since the respondent population 
typically is finite and generally is sampled 
without replacement, we recommend the appropriate 
variance be calculated. In large scale surveys, 
some modification is also recommended in order to 
use a sampling-questions-without-replacement 
randomization device, as can be done without much 
difficulty. 

Greenberg, et al. 's unrelated question model 
was modified to accomodate the sampling-without- 
replacement idea. Again, sampling questions 
without replacement can provide substantial re- 
duction in the variance of ~ (e.g. 67%). 

Finally, a small field trial has suggested 
that respondents generally prefer the sampling 
W.O.R. procedure. For more details, see Kim 
(1978). 
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