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INTRODUCT I ON 

In recent years there has been increasing con- 
cern about the confidentiality of computerized 
databases. This has led to a fast growing inter- 
est in the development of techniques for control- 
ling the disclosure of information from such data- 
bases about individuals, both natural and legal 
persons. 3 Much of this interest has been focused 
on the release of statistical tabulations and mi- 
crodata files. In this paper, we introduce a new 
technique, data-swapping, that addresses these 
interests. This technique can be used to both 
produce microdata and release statistical tabula- 
tions so that confidentiality is not violated. 

The ideas presented in this report are tenta- 
tive and have not been tested on real-life data. 
The illustrations provided in the text are based 
on small-scale numerical experiments, and serve to 
illustrate the use of data-swapping for disclosure 
control. Before the proposed techniques can be 
used on a large scale, more research will be need- 
ed. Directions for this research are pointed out 
throughout the report. 

This report is organized in two parts. In 
Part I, we present the underlying idea of the 
technique. In Part II, we present some theory and 
methods. 

I. THE UNDERLYING IDEA 

i. DATA TO BE PROTECTED 

Consider a set of N individuals. With each 
individual, we associate data observed with respect 
to V variables, X, Y ..... U, some of which may 
be sensitive. We denote the data by x, y, ..., u, 
respectively, and assume that it is all categorical. 
Thus, each of the variables assumes values in the 
domain {0, 1 ..... (r-l)} for some r. Here 
0, 1 ..... (r-l) denote the categories into which 
the N individuals are classified. In the inter- 
est of clarity, much of our discussion will be 
carried out for the special case of dichotomous 
data, i.e. r = 2. We represent such a categori- 
cal database by an N × V matrix, the original 
data matrix m . 

o 

The basic idea of data-swapping is to use 
this matrix, m o, as the "input" for producing an- 
other data matrix, m_, which is then to be used as 
the basis for producing statistics by way of tabu- 
lations (including tabulations based on released 
microdata). We classify these statistics by means 
of their order. In particular, a t-order statistic 
is defined as follows: 

i. if the tabulation involves data for one vari- 
able only, the statistic will be referred to 
as an 1-order statistic; the simplest case in 

kind is #(x = 0); 

ii. if the tabulation involves data for two or 
more variables, the statistic will be re- 
ferred to as a 2-order statistic, a 3-order 
statistic, etc., as the case may be; a simple 
example is #(x = 0, y = 0), which is a 2- 
order statistic. 

In this paper we consider in detail only the cases 
t = 1 and t = 2. However, the techniques that 
are discussed can be used for any value of t $ V. 

In discussing disclosure control we are con- 
cerned with the possibility of a person inferring 
sensitive information from a database. More for- 
mally, we say that a value of some variable for 
some individual is compromisable if it can be 
uniquely determined from the information that is 
released. Here we assume that this individual can 
be identified from the values of its other vari- 
ables, and that we are interested in determining 
the value of some sensitive variable. We extend 
this definition naturally to say that a database 
is compromisable if any of its values can be 
compromised. 

2. THE RELATION BETWEEN m AND m 
o ~ e  

The statistics referred to in Sec. 1 are to 
be computed from me, a dat~ matrix with data 
X '  v v , y ..... u derived by subjecting m o to 
data-swapping. This matrix m e -- while, not iden- 
tical with m 9 -- is, by specification, 't-order 
equivalent" wlth mo, so that t-order statistics 
are preserved. 

2.1 The Notion of ....... "Equivalence" 

We generally define "equivalence" in terms of 
the following invariance condition" m o and m e 
are "t-order equivalent" if they yield the same 
t-order statistics. For example, in the case of 
dichotomous data, the invariance condition may de- 
mand that #(x = 0) = #(x' = 0) and the like for 
all other variables and their values; this would 
be 1-order equivalence. 

2.2 The Signification of m # m 
o e 

The matrix m e differs from m o with respect 
to the data for one or more variables. In most il- 
lustrations to be given here, we consider the case 
where m e differs from m o with respect to only 
data for one variable, which we choose throughout 
to be the X-variable. The fact that m e differs 
from m o is the very basis for the protection pro- 
vided by our scheme for disclosure control. Thus, 
the fact that for some individual x' = 0 does not 
imply that x = 0. 

3. THE DATA-SWAPPING TECHNIQUE 

We describe the data-swapping technique by 
way of a simple example. Consider the following 
matrix m o of data for V = 4 variables for 
N = I0 individuals" 
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Individual 
Number 

Data  
x y z u  

1 0111 

2 0101 

3 0000 

4 0111 

5 0011 

6 I011 

7 iiii 

8 III0 

9 i001 

I0 i001 

Table I 

3.1 Swapping Data for One Variable Only 

We swap data for the X-variable for k = 4 
individuals, number 1 and three others, subject 
to the invariance condition that there be 2-order 
equivalence. 

There are, in this specific case, five pos- 
sible matrices m e fulfilling the condition just 
stated, namely: 

Matrix x-Data Swapped for Individual Numbers 

1 3 8 9 m 
el 

m 
e2 

m 
e3 

me4 

me5 

1 3 8 I0 

1 4 8 9 

1 4 8 I0 

1 5 6 7 

Table 2 

More specifically, mel is given by" 

Individual Data 
Numb e r x ' y ' z ' u ' 

1 1 1 1 1 

2 0 1 0 1 

3 1 0 0 0 

4 0 1 1 1 

5 0 0 1 1 

6 1 0 1 1 

7 1 1 1 1 

8 0 1 1 0 

9 0 0 0 1 

I0 1 0 0 1 

Table 3 

Clearly, this matrix yields i- and 2-order 
statistics identical with the corresponding sta- 
tistics computed from m o. (To check that this is 
true, we have only to check statistics involving 
data for the X-variable.) 

The matrix mel differs from m o with re- 
spect to the x-data. We note, for example, that" 

#(x = 0, x' = i) = 2 

#(x = I, x' = 0) = 2 

with 2 + 2 = k. 

It is worth noting that no uncertainty is in- 
troduced into the resulting 1-order and 2-order 
statistics as a consequence of using data-swapping. 
In this respect data-swapping compares favorably 
with several other techniques for disclosure 
control. 

It remains to discuss the amount of control 
imposed. We discuss this in detail in Part II. 
At this stage we just point out that 

#(x = O, x' = O) 
#(x = O) = .6 

which, in a crude sense, may be looked upon as a 
measure of the degree of protection involved. 

3.2 Swapping Dat a for Two or More Variables 

So far we have considered only protecting d 
data for one variable. The technique illustrated 
can easily be extended to cases involving two or 
more variables. To protect data in both the X 
and Y variables, for example, we swap data for 
both. Starting with m o, we swap data for the X- 
variable and get ~ m e = mex,. Next, starting with 
mex,, we swap data for the Y-variable and get 
m e.,y,. It is immediately clear that mex,y, sat- 
is~ies the condition of I- and 2-order equivalence 
and offers the necessary protection. By the same 
token the data-swapping may involve three or more 
variables. 

It is interesting to note that we do not 
have to swap values for the same individuals, or 
even the same number of individuals, to generate 
mex,y, as we used to generate mex,. 

II. THEORY AND METHODS 

4. MATHEMATICAL CONSIDERATIONS 

So far we have illustrated a technique where- 
by data in a statistical database can be protected 
from compromise. The basic idea is that the value 
of a sensitive variable for a particular individual 
cannot be compromised if there are (at least) two 
distinct databases that are consistent with the 
underlying statistics and that assign different 
values to that variable. This notion was extended 
to a complete database by noting that a database 
is protected if and only if each of the sensitive 
values is protected. The purpose of this section 
is to provide a mathematical framework that sup- 
ports the use of the technique of data-swapping to 

protect the data in a database. In particular, we 
show that in a database that has sufficiently many 
individuals relative to the number of variables, 
each sensitive value is involved in a large number 
of potential data-swaps. Moreover, we present 
conditions that will insure, with any probability 
p < i, that every sensitive value in a database 
is protected. 
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4.1 Notation 

We begin by casting our model of a database 
into slightly more mathematical terms. The data- 
base m o is defined as an N × V matrix over 
the domain {0, 1 ..... (r-l)}, r >~ 2. Here N 
is the number of individuals and V is the number 
of variables. The case r = 2 is the simple 0-I 
case from which our previous examples were drawn. 
We also define a Set of parameters that describe 
the distribution of values within the database. 
These are labeled ai, i >~ I, and characterize 
the minimum fraction of the database that occurs 
as the count of an ith order-statistic. That is, 
every value of every variable must be associated 
with at least N/a I individuals. Similarly, 
every pair of values for every pair of variables 
must occur for at least N/a 2 individuals, and 
so on. 

We define the notion of safety by means of 
alternative databases in terms of this model. A 
datum is called t-safe if there are two databases 
that have the same t-order statistics and that 
assign different values to that datum. A k-data- 
swap in this model is the process of changing the 
values for a single variable for a set of k in- 
dividuals. A datum is called (k,t)-safe if there 
are two databases with the same t-order statistics 
that assign different values to the datum such 
that one database can be obtained from the other 
by a single k-data-swap. It is clear that if a 
datum is (k,t)-safe, then it must be t-safe as 
well. This is the basis of our study. 

While the results in this section and this 
paper apply, with minor variations, to t-order 
statistics for any t >~ 2, only the results for 
t = 2 are derived and presented below. 

4.2 The Mathematics of Data-Swapping 

The technique of data-swapping can be u s e d  
statically to demonstrate that a database re- 
leased only as t-order statistics is well pro- 
tected, and dynamically to allow microdata that 
is statistically accurate to be freely released. 
Both of these applications depend on the possibil- 
ity of data-swaps in a particular database. In 
this section we present the basic results in this 
respect. 

We first determine the probability of a ran- 
dom choice of k individuals being valid, i.e. 
2-order statistic preserving, and the number of 
data-swaps involving k out of N individuals. 

Lemma: The probability of a random choice of k 
individuals being a valid data-swap is 

(v-1)r 
r 

P (v-z) (r-l) 

Lemma: In a database of N individuals, the num- 
ber of potential 2-data-swaps of k individuals 
that involve a fixed individual is at least 

k/2 lN/al-1 

The number that do not involve a fixed individual 
is at least 

2 

k/~ J 

Corollary: The number of ways of selecting a 
data-swap of k individuals that involve a fixed 
individual with k << N/a I is about 

N k-I e k 2 k-I 

k k a k -1  ~r 

5. SAFETY CONSIDERATION INVOLVING t-ORDER 
S]?ATISTICS 

In order to produce t-order statistics, we 
may, of course, use either m o or m e . Using m e 
has the advantage of providing some protection 
against "accidental" disclosure, for example, in 
the course of the data processing operation. 

The main role of data-swapping in the present 
context is, however, to show that a database pre- 
sented only in terms of t-order statistics is un- 
likely to be compromised. To do this we need to 
show that every sensitive variable of every indi- 
vidual is almost certainly involved in at least 
one swap and hence cannot be determined. 

We first note that the expected number of data- 
data-swaps can be large provided that N grows as 
a small polynomial in V. In particular, 

1 
THEOREM: If V < N/a2, V > 4, and N >~ ~ a 1 

F 1/(V-I) V (Vr-r+l)/(V-l) for some function F 

then the expected number of data-swaps of k = V 
individuals involving a fixed individual is >~ F. 

Lemma: A database is 2-safe with probability p 
if 

F >. log (SNV p*) 

where p* = log (l-p) /log (p) and F is the expec- 
ted number of data-swaps of V individuals in- 
volving a fixed individual. 

THEOREM: If V < N/a2, and 

log (5NVp*) 

1 alVVr-r+I/V- 1 
i7V-1 >" T 

where p* = log (l-p) /log (p) . Then, with probabil- 
ity p, every value in the database is 2-safe. 

This last statement shows that, under assump- 
tions that are not restrictive and that are veri- 
fiable, one can be quite certain that a database 
presented solely as a set of t-order statistics is 
completely protected. Moreover, even if some 
value is not protected, the results in Reiss (1977) 
show that the problem of determining this value is 
extremely difficult. Finally, the above theorem 
can be contrasted with the other result in Reiss 
(1977) where it was shown that the problem of 
checking if such a database is protected is 
intractable. 
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6. SAFETY CONSIDERATIONS INVOLVING THE RELEASE structed from a number of smaller data-swaps on 
oF MICRODATA disjoint portions of the database. Thus, we can 

swap a(N-a)/N values as in the previous lemma by 

In the previous section we proved that a data- performing a(N-a)/NV disjoint data-swaps of V 
base presented only in terms of t-order statistics values each. These disjoint sets can be chosen at 
probably could not be compromised provided that 
the number of individuals is sufficiently large. 
In some applications it is desirable to provide 
microdata as a basis for statistical inquiry. If 
this microdata is derived directly from the actual 
database, then compromise is trivial. As illus- 
trated in the earlier section of this paper, the 
method of data-swapping provides a viable alterna- 
tive. The basic idea is to construct a new data- 
base that is equivalent to the original one in 
terms of t-order statistics, and where the new 
data is sufficiently different from the original 
so that compromise is not possible. 

One way of constructing an alternative data- 
base is to start with the t-order statistics and 
find an arbitrary database that is consistent with 
them. In Reiss (1977) it was shown that this ap- 
proach is not feasible. The alternative approach 
suggested here is to take the actual database and 
use data-swapping to change enough sensitive val- 
ues so that compromise is not possible. In this 
section we show that such microdata can be safely 
released, and hence, that this is a viable alter- 
native. We conclude by investigating the computa- 
tional feasibility of such an approach. 

6.'1 The ~nformation Content of the Microdata 

We first show that we can control the amount 
of information provided by microdata. Our nota- 
tion is the same as in the previous section. 

Lemma: Consider a sensitive 0-I variable contain- 
ing aa zeros and (N-a) ones. Let 

random to enhance safety. Moreover, the choice of 
a set of V values insures, by the results of the 
previous sections, that such swaps very likely ex- 
ist. Finally, we note that if T(V) is the time 
required to find a data-swap of V values, we can 
find a swap of a(N-a)/N values in a(N-a)/NV 
T(V) .< N/V T(V) time. 

This leaves the more difficult problem of 
finding a data-swap of V values. This can be 
done in a simple manner by randomly selecting V 
values from the original database that have not 
already been involved in a data-swap, and testing 
if the resultant data-swap is valid. The expected 
number of tests required here is the reciprocal of 
the probability of such a test succeeding, or 

(~V) (V- 1 ) ( r -  1) 

(V-1)r 
r 

The t o t a l  amount of  work n e c e s s a r y  to compute a 
a(N-a) /N data-swap i s  then on the  o rde r  of  

N (~V) (V- 1) ( r -  1) 
(V-l)r 

V r 

This result is significantly better than a 
naive approach, but does not represent a tractable 
method for realistic N and V. The problem of 
finding such a method, or of determining if one 
exists at all, is an interesting one for further 
research. 
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p = l 
a/N if only 0 

(N-a)/N if only 

MAX(a/N, (N-a)/N) 

is a sensitive value 

1 is a sensitive value 

otherwise. 

Then we can insure that no information abOut the 
original sensitive values can be determined from 
the values after a data-swap with probability 
greater than p. 

From the 1-order statistics, we know that a 
value is zero with probability a/N and is 1 
with probability N-a/N. Hence we get 

THEOREM: The resultant database after a a(N-~)/N 
data-swap yields no information that is not impli- 
cit in the t-order statistics, t ~ I. 

6.2 Computational Considerations 

The above theorem shows that microdata ob- 
tained from the data-swapping can be safely re- 
leased. The question that remains is whether it 
is computationally feasible to find the necessary 
data-swap in the original database. While actual- 
ly determining this data-swap seems to be an in- 
herently difficult problem, we illustrate a tech- 
nique that might, in limited circumstances, make 
it feasible. 

We first note t~hat the number of variables is 
more of a computational consideration than is the 
number of individuals in the database. This fol- 
lows since a data-swap of k values can be con- 
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