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A. Introduction 

This paper describes the methodology and use of 
a generalized sampling program. This program 
has been developed for the selection of samples 
for current surveys of the Industry Division of 
the Census Bureau. Sections B, C, and D give a 
brief discussion of the types of universes about 
which information is required, along with impor- 
tant characteristics of the methodology used by 
the program, and some of the additional features 
of the program. In section E, the paper dis- 
cusses estimation methods, measure of size de- 
termination, and the logic of the generalized 
sampling program. 

B. Nature and Objectives of the Current 
Industrial Survey Samplin~ Program 

The primary objective of most of the Census 
Bureau' s current industrial survey samples is to 
provide estimates of change at a detailed prod- 
uct level. The frequency of reporting for these 
surveys is either monthly, quarterly, or annual- 
ly. Each survey is multivariate in the sense 
that several items are estimated simultaneously. 
A typical survey may provide estimates of mate- 
rials consumed, sales of finished goods, produc- 
tion of finished goods, stocks on hand, and new 
orders. 

From a conceptual point of view, the universe 
for one of these surveys can be considered as 
the union of the universes of each of the items 
within the scope of the survey. All companies 
or establishments producing one or more of the 
items within the scope of the survey comprise 
the universe of sampling units for the survey. 
The distributions and reliability requirements 
for individual item universes may differ greatly 
within the same survey, so it is necessary that 
any sampling program be sufficiently flexible to 
meet the requirements of each item individually, 
as well as the overall requirements of the sur- 
vey. 

The universes of the individual items for most 
of these surveys have an extremely skewed dis- 
tribution. This skewness suggests that a prob- 
ability-proportionate-to-size (PPS) sampling 
procedure is an efficient approach, assuming a 
reasonable size measure is available and "corre- 
lates well" with the items of interest. This 
feature applies only to the univariate case and 
in the initial analysis where "control items" 
(the definition will be supplied later) are 
analyzed independently. 

The sample design utilized in the program is an 
application and a simple extension to the multi- 
variate case of theory developed by Jack L. Ogus 
and Donald F. Clark in a technical paper pre- 
pared at the Census Bureau.[1 ] An important 
aspect of the design is that each sampling unit 
is given an independent chance of selection. 

This method of selection has been termed 
Poisson sampling. 

Some features of Poisson sampling are: 

I. Poisson sampling provides flexibility in 
drawing nonduplicatmng samples that can yield 
unbiased estimates. This feature is particular- 
ly useful in light of the Census Bureau's con- 
tinuing efforts to reduce the respondent burden 
of small companies. 

2. Poisson sampling contributes to simplic- 
ity in analytical and operational procedures 
needed to estimate totals, period-to-period 
changes, and their standard errors. 

3. While there is some increase in the var- 
iance caused by the variability of the sample 
size under Poisson sampling, this is not consid- 
ered to be a major disadvantage, and it is par- 
tially compensated for by the use of the differ- 
ence estimate (see section E). 

C. Methodol0Nical Consideration 

The complexity of the sample design can be re- 
duced by identification of a subset of items for 
which reliability requirements are specified. 
Every item from this subset will be referred to 
as a control item. Since probabilities of se- 
lection are a function of only the control items, 
every sampling unit must have at least one con- 
trol item. Given the reliability specification 
for every control item. the program also com- 
putes the predicted reliability for each noncon- 
trol item. The designation of the control items 
is one of the most important parts of the sample 
design. 

The objective of the program is to satisfy the 
reliability requirements for all control items 
and to take advantage of the correlations among 
the control items to improve the efficiency of 
the sample design. To achieve this, the follow- 
ing major steps are necessary: 

I. Each control item i is analyzed inde- 
pendently and an "optimum" probability of selec- 
tion (one which minimizes the expected cost per 
unit o£ information over the noncertainty stra- 
tum subject to satisfying the reliability re- 
quirement) can be assigned to every sampling 
unit h producing item i. 

2. Let I h be the set of control items pro- 

duced by sampling unit h. Then for every item 
iElh, we have by step I, an assignment of "item 

probability," Pi,h" Now, if I h contains more 

than one element, then we must define a rule 
(called the composition rule) to determine a 
unique probability of selection Ph which is con- 

sistent with the objective of the generalized 
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sampling selection program. 

The following constraints on the rule of compo- 
sition guarantee that the variance specifica- 
tions for each control item will not be exceeded: 

a. Max [Pi,h} < Ph < I. This can be 
i61 h 

phrased in everyday language in a simple way: 
The probability of selection for sampling unit h 
should be at least as large as the probability 
of selection of sampling unit h when only one of 
its control items is considered. 

I I 
This rule implies < ~--Pi,h for every i61h, and 

this, in turn, implies that the variance contri- 
bution of sampling unit h to each item i61 h can 

only decrease. However, this reduction in var- 
iance is associated by an increase in the ex- 
pected sample size for item i by (Ph - P i,h )" 

An important consequence of a, above, is that if 
the sampling unit is assigned an "item probabil- 
ity" P i,h I for at least one control item i, 

then Ph- I. 

b. The composition rule should be a 
symmetric function of its arguments (the item 
probabilities). This ensures that the probabil- 
ity of selection of the sampling unit does not 
depend on the order in which the items are 
analyzed. 

Presently, we have implemented two composition 
rules : 

P h - ~  {Pi ,h} '  ~ d P h - 1  - ~ (1 - P  ). 
i6ih i6ih i,h 

Each of these two rules has an additional impor- 
tant property: If Ph- I, then there exists at 

least one item, i61h, such that Pi,h- I. This 

property combined with a, above, implies the 
equivalence: Ph I if, and only if, there ex- 

ists at least one item i such that P i,h- I. 

Following, is a method for deriving new compos- 
ite rules from an existing one. 

be two composite probabilities. Let P I) and Ph 
(2) 

(h ~) (2) Then, f o r  eve ry  0 _~ ~ < 1, c~P + (1 - c~)P h 

is a new composite probability. 

3 It is quite common that for a given sur- 
vey, there is at least one sampling unit h which 
produces at least two control items ("multipro- 
ducer"). For such items, by using the composite 
rule, we obtain a smaller variance than speci- 
fied and a larger expected sample size than 
needed to satisfy the variance requirements. 

To overcome this loss of efficiency, an adjust- 
ment procedure is required. The adjustment pro- 
cedure used in the generalized sampling program 
consists of the following steps: 

a. Assign first probabilities of selec- 
tion for each "multiproducer. " 

b. For each control item, compute the 
"residual variance" : 

Residual variance - Specified variance - 
Variance contribution 
of mult iproducers. 

c. If the residual variance is positive 
for a given control item, then compute the item 
probabilities for single producers by setting 
the variance specification for the single pro- 
ducers of this item equal to the residual var- 
iance. If the residual variance is nonpositive, 
then every single producer is assigned a prede- 
termined probability (minimum probability of 
selection). This results in oversampling but 
ensures that each sampling unit has a positive 
probability of selection. 

The procedure outlined in a through c, above, 
produces a qomplete adjustment for any control 
item for which there exists at least one single 
producer; that is, the variance requirement will 
be satisfied exactly. The program has a param- 
eter to allow any degree of adjustment starting 
with no adjustment at all to complete adjustment. 
A convenient term to describe this adjustment is 
partial adjustment. 

D. Additional Features of the Program 

The program has the following additional fea- 
tures: 

I. An arbitrary certainty stratum can be 
designated based on the values of the survey 
items. Sampling units with values that exceed 
these arbitrary cutoffs for any item are removed 
from the noncertainty universes for all items 
produced by the unit before probabilities of 
selection are calculated for the remaining sam- 
pling units in the universe. 

2. Prior to sampling, an arbitrary sampling 
unit can be specified to be either the company 
or the establishment. 

3. A minimum probability of selection has 
to be specified. 

4. Cost factors reflecting the fixed and 
variable costs per item of collecting data are 
specified. 

5. Considerable detail on the sample frame 
and selection process is available (a) to aid in 
sample verification, and (b) to rerun the pro- 
gram with revised specifications, if that seems 
necessary or desirable; for example, the sample 
size, based on the initial sampling specifica- 
tions, may be too large for the survey budget. 
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E. Mathematical Developments 

I. The univariate case• Let: 

U I,..., U N be the list of sampling units in 
the universe at the time of se- 
lection, 

X. 
l,t 

be the value associated with 
unit i at time t (the time of 
selection is assigned a value 
0), 

a. - I if U. is selected, 
1 l 

a. - 0 if U. is not selected, 
i i 

P. be the probability of selection 
m of Ui, 

X ,t equals ~ X i 
• i ,t" 

In many CIR (Current Industrial Reports) sur- 
veys, the parameter of interest is 

N 

AX t- ~(Xit 
• , '~ ' - Xi,t_1). 

The estimator used is 

^ N 

AX t - 1~Wi (Xi t - Xi,t-1 )ai where W I • ' l = ~.0 

(Of course, this is an oversimplification since, 
undoubtedly, there are changes in the universe: 
births, deaths, etc.) 

The variance of ~ is 
•,t 

N 
2 

( ~  , t  ) - E (W i - 1)(X i t - Xi t-1 )2" 
• 1 ' ' 

Let T be the number of periods for which this 
panel is selected• Let the average variance be 

denoted by S 2- 

N T 

1 t~l - X i  )2 S 2 - ~ (W i - 1)~ (Xi t t-1 " 
I ' ' 

Define 

T 

D-£- 1 t~  1 m [ (Xi, t _ Xi,t_1)2 

and 

X.2 _ I T X2 

m ~t=~1 i,t • 

Of course,neither D. 2 X. 2 nor are known at the 
l l 

time of selection. Note also that the certainty 
units do not contribute to the variances (or 

average variance). Thus, if units U I,..., U 
n 

are the n o n c e r t a i n t y  u n i t s ,  then 

n 
s 2- E(w~-1)i) 2. 

I l 

Historical evidence indicates that usually there 
is a simple regression model which relates 

D. 2 to X 2. 
1 1 

D 2 _ bX 2 + e.. 
l 1 1 

2 4 (e i) - k , where k is a constant. 

~(~i) - o. 

In some cases, the model is valid only if we 

stratify by size (X~) and for each stratum a 

separate b has to be computed• Within a given 
stratum, we obtain 

2 

b - l 2" 

1 

Of course, at the time of selection, we have only 
historical information available from the units 
from the previous panel. At the present time, a 
provision for estimating b by stratum is not 
operational• 

For each such unit Ui, which is in the current 

sample already in operation, we know its current 
weight W/ and 

m 

T t 
Dr2 _ I ~ 

1 - Y' t~l (Xi - Xi -t-1 )2 • , - t  

T o 

X' _ I t~--lY~'Xi' i - T t -t' 

T ! 
X,2 _ 1_ t~lX2 i - T t i,-t" 

This allows an estimate of b: 

~t W.t D.t2 
1 1 

~l Wf X/2' 
i 1 

which would allow us to estimate D79 by ^ D 2 using 
m i' 

h2 
1 1 

for all units in the frame, l_/ Many CIR surveys 
have a monthly or quarterly frequency and often 
their base values X i are derived by taking an 
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average over the base year since the frame is 
often based on the census where annual figures 
are collected. 

The total is estimated by adding the estimated 
change to the base total X 

.,0: 

N 

t - sWi(xi t - xi 0)~i + x 0" • . • 

' i ' ' ' 

The variance o£ this estimator is 

N 

2(}.,t) - ~i (Wi - 1)(Xi't - Xi,0 )2. 

This compares favorably with the simple linear 
estimator 

^ N 

X - ~ WiX i a i .,t t ' 
i 

which has the variance 

^ N 
#2(~  t) _ ~ (W i _ I ) X  2 

• ' i i,t" 

In reference [1], it is shown that under reason- 
2 ^ 

a b l e  assumptions, @ (~ t ) i 2(~ t ) if 

~(x ,x ) >  5. 
• ,0 .,t " 

If the primary concern is the estimation of 
level, then we would consider the average var- 
iance : 

N T 
I 

$2 - ~i (Wi-I)Y t_~1(X i,t _ Xi ,0) 2, 

and defining 

T 
D2 _ I 

= 7 t~1(xi ' t  _ Xi ' O) 2, 

X 2 _ I T X2 

I ~t_~1 i,t' 

we can follow the procedure described before. 

Note that 
A ^ 

AX -X -X 
. ,t . ,t .,t-1' 

and so 
^ ^ 

2 ( ~  , t  , t  • , t - 1  
. ) _ o 2 ( ~  ) + 2 ( ~  ) 

^ ^ ~ ^ 

- 2p(X t'X t-1)~(X )~(X ) • , ., .,t .,t-1 " 

Then 
^ A 

2 
AX ave• ,t ~. ~( .,t )-2 ~2(x )(I - p) 

where p is the estimated correlation between 
^ 

X t and X t-l" This sometimes has an opera- 

tional advantage since it allows us to determine 
the average variance of change from the average 
variance of the simple linear unbiased estimator 

of level defining D. 2 2 , - X.. This is very at- 
1 1 

tractive also because it is a necessity for de- 
signing new surveys or for redesigning old badly 
maintained surveys and also for cases where the 
regression model is not appropriate• 

From now on we will use the generic notation D 2 z 

without considering the specific definition or 

method of estimation of D 2. 
1 

Let C be the cost associated with processing m 

the information from unit U.. Then the expected 
m 

cost over the noncertainty stratum is 

n 

E r . c . .  
1 1 

i - 1  

The problem can now be stated as follows: Given 

n 

s 2 E (w i - I)D 2 
1 

n 

we want to minimize ~PiCi . 
i=I 

By using the Cauchy-Schwartz inequality, we 
obtain 

D. 
i 

P. -t--, 
4?-;. 

1 

where 

n 

~D qW 

t- j--lj J 

n D2 " s2+ 

j=1 j 

The analytical certainty cutoff point can be de- 

termined by having sorted in ascending 

order and finding the largest number n, such 

that 
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I _ __ Dn 

n 

s2+ SD 2 
m I m 

< 1. 

2. The multivariate case. Let Pi,h be the 

probability of selection of unit h for item i, 
as obtained from the univariate case. Then, to 
~uarantee that the variance requirements are 
satisfied, 2_/ the probability Ph of selection of 

unit h should be such that 

Ph > max[Pi h }" 
i 

Present options used are Ph- max[Pi,h}, and 
i 

P h - 1  - z(1 - P i h  )" 
i 

To offset the decrease in the expected variances, 
or conversely, the increase in the expected sam- 
ple size, an adjustment for the single producers 
can be made by considering the residual vari- 
ance : 

i ,h 4K ' 
i 

where 

f 

t : -  
1 

~ '  D i h ~ h  
h 

$2 " - + i,h i - ~ (Wh 1)D2 ~ '  D2 
h i , h  h 

~ s  2> S"(w h - 1 ) D  2 i , h  1 h 

0, otherwise 

where ~t indicates the sum over single produc- 
ers, and ~" indicates the sum over multiproduc- 
ers. There exists, thus, the possibility of no 
sampling (or too light a sampling) of single 
producers. Thus, a final adjustment is made 
possible by redefining 

New t/m - at.m + (I - a)old t~, 

0ia<1. 

F. Remarks 

Several other procedures are available for the 
multivariate case, but they generally require a 
rather lengthy iteration process with the 
attendant problems of convergence and the rate 
of convergence, and/or substantial blocks of 
computer memory. The simplicity and cost 
effectiveness of this program warrants that it 

be given serious consideration by the user 
community. 
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Footnotes: 

I_/ If stratification is used, then no weights 
are needed. Stratification is also operation- 
ally advantageous since the weight of a multi- 
producer is the same for all items produced re- 
gardless of the size of the item. Also, it is 
possible that for some items, the assumption of 
nonconstant variance around the regression line 
may not hold. This is more likely to be the 
case when we use stratification. It is also 
important that the units from certainty stratum 
should not be used. 

2_/ The variance requirements may be specified by 
upper bound of variance specifications for con- 
trol items. 
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